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Introduction

In this thesis we develop a framework for linear port-Hamiltonian systems (PHS)
on multidimensional spatial domains that justifies existence and uniqueness of
solutions. The inner dynamic of those systems can be described by the following
equations

(0.0 = 3 GE PHQa(t.0) + BrH(Oa(t. ) (e t=0,
i=1 '

$(07<):$0(C)7 CGQv

where z is the state, P; and Py are matrices, H is the Hamiltonian density, and
Q is an open subset of R"® with bounded Lipschitz boundary. We will restrict

ourselves to the case, where the matrices P; have the block shape [ LOH %} for
ie{l,...,n}.
We also introduce “natural” boundary controls and observations, the so

called ports, which make the system a scattering passive (energy preserving) or
impedance passive (energy preserving) boundary control system

u(t, ¢) = B(OH(O)x(t, Q) Ce ot >0,
y(t, Q) = C(OH(Q)x(t,¢), Ce ot >0.

Moreover, we are interested in stability/stabilizability of such systems. As
showcase we regard the wave equation. However, we conclude what has to be done
for general port-Hamiltonian systems. Amongst others a compact embedding of
the domain of the differential operator is necessary. We will also show that the
Maxwell operator with mixed non-homogeneous boundary conditions satisfies
this.

The partial differential equation (PDE) in (1) perfectly matches the descrip-
tion of port-Hamiltonian systems in one spatial dimension in the book of Jacob

and Zwart [25], if we set n = 1. The additional restriction P, = [ LOT Lol} is
not needed in [25], since the boundary of a line automatically satisfies certain
symmetry properties. We decided to not demand an analogous symmetry from

Q) in the multidimensional case, because it did not seem very restrictive to ask

0 L;
fOI‘P‘:|:H ¢
i Mo

possible to drop this restriction and ask instead for a certain symmetry of the

} as all the examples satisfy this anyway. However, it is probably

X



x INTRODUCTION

boundary. The references [25, 61] treat the existence and uniqueness of solutions
for these port-Hamiltonian systems with a one-dimensional spatial domain.

The port-Hamiltonian formulation has proven to be a powerful tool for

the modeling and control of complex multiphysics systems. Port-Hamiltonian
systems encode the underlying physical principles such as conservation laws
directly into the structure of the system. An introductory overview can be found
n [59]. This theory originates from Bernhard M. Maschke and Arjan van der
Schaft [36]. For finite-dimensional systems there is by now a well-established
theory [58, 14, 13]. The port-Hamiltonian approach has been further extended to
the infinite-dimensional situation, see e.g. [60, 30, 32, 26, 67, 61, 25, 28]. In [28]
the authors showed that the port-Hamiltonian formulation of the wave equation
in n spatial dimensions possesses unique mild and classical solutions.

Chapter 8 of the Ph.D. thesis [61] also regards such port-Hamiltonian systems
that have multidimensional spatial domains, but the results demand very strong
assumptions on the boundary operators (they have to map into H"/?(99Q)* and
its dual respectively), which are not satisfied in case of Maxwell’s equations and
the Mindlin plate model, as Example 5.1.8 shows for Maxwell’s equations. With
the following approach we will overcome these limits.

The strategy is to find a boundary triple associated to the differential operator.
The multidimensional integration by parts formula

/{Ki (f)aCiLix(C)ay(C)>dC+/Q<x(C),§8(1L§'y(§)>d(

= [ (> u0ra@w0)ac

i=1

where v; is the i-th component of the normal vector on the boundary of 2,
already suggests possible operators for a boundary triple (we will show this
integrations by parts formula in Lemma 3.1.8). Unfortunately these operators
cannot be extended to the entire domain of the differential operator. Hence, we
need to adapt the codomain of these boundary operators, which will lead to
the construction of suitable boundary spaces for this problem. These boundary
spaces behave like a Gelfand triple with the original codomain as pivot space,
but lack of a chain inclusion.

To the author’s best knowledge there is no earlier theory about this setting.
So we will develop the notion of quasi Gelfand triples in Chapter 4, which equips
us with the tools to state the boundary condition in terms of the pivot space
instead of the artificially constructed boundary spaces (Theorem 4.4.6).

One can think of using a quasi boundary triple (G,T'g,I'1) (see [7]) to overcome
the extension problem of the boundary mappings, but unfortunately the condition
ker 'y is self-adjoint (or in this setting skew-adjoint) is in general not satisfied
for our class of systems.

The approach to the wave equation in [28] perfectly fits the framework
presented in this thesis. In fact, many ideas from [28] are generalized in this
work. Also Maxwell’s equations can be formulated as such a port-Hamiltonian
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system and the results in [64] can also be derived with the tools of this framework.
Moreover, this theory can be applied on the model of the Mindlin plate in [8, 33].
In Chapter 6 we give examples of how this framework can be applied to these
three PDEs.

The core of this thesis has been published in form of an article, see [54].
However, in this thesis we have enough space to deepen some aspects and give
extra information. Chapter 7 and Chapter 8 are the result of the papers [24]
and [46], respectively.

We start this thesis with some preliminaries. In particular we give a short
introduction to distributions and Lipschitz boundaries to be self-contained (up
to a certain point) and precise. Then we will introduce a (maybe not entirely
standard) concept of dualities of Banach spaces and adjoint operators, that
covers both Banach spaces and Hilbert spaces at once. Moreover, this enables us
to easily switch between a Banach space adjoint and a Hilbert space adjoint. In
this work we work with linear operators from the point of view of linear relations,
which is a generalization of linear operators. They can be seen as multi-valued
linear operators. This concept is presented in Chapter 2.

Finally, in Chapter 3 we define port-Hamiltonian systems and the corre-
sponding differential operators. We take care of all the technical details of these
differential operators. Furthermore, we give relevant examples of this class of
PDEs.

In order to develop a suitable solutions theory for these systems we create
the concept of quasi Gelfand triple in Chapter 4. These triples behave essentially
like Gelfand triples, but lack of a chain inclusion. Afterwards in Chapter 5 we
construct suitable boundary spaces for our port-Hamiltonian differential operator
that establish a quasi Gelfand triple with L%(9)) as pivot space. This enables
us to formulate boundary conditions that admit existence and uniqueness of
solutions. Thus, at this point we reach one goal of the thesis.

In Chapter 6 we regard the port-Hamiltonian system with an input and an
output function as a boundary control and observation system. We will see that
certain choices of these inputs and outputs result in well-posed boundary control
and observation systems.

We will apply a scattering passive feedback to the wave equation in Chapter 7
and show that this stabilizes the wave equation in a semi-uniform way. This also
implies strong stability of the closed loop system. As a by-product we show that
the differential operator of this system possesses a compact resolvent.

Finally in Chapter 8 we show a compact embedding of the domain of Max-
well’s equations with mixed and non-homogeneous boundary conditions. This
can be used to show that the “pure dynamic” (displacement from an equilibrium)
of Maxwell’s equation is described by an operator with compact resolvent.
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Important for Cherry
Pickers

Here are a few things that might help readers that are only interested in selected
chapters.

e We use linear relations instead of operators, i.e., every linear operator
A: X — Y will be also treated as linear relation. This means that you will
often find something like [3] € A, which just means Az = y. This nuance
is sometimes helpful.

o We will always regard the antidual space instead of the dual space. This
prevents unnecessary inconveniences when switching between a dual pairing
and an inner product.

e We define the adjoint with respect to a dual pair. This allows us to treat
Banach space adjoints and Hilbert space adjoints with the same framework.

Figure 1 illustrates the dependencies of the chapters. A dashed arrow indicates
that it is also understandable without the previous chapters, but some results of
the previous chapters might be used.

xiii
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Chapter 1

Preliminaries

Sometimes it can be confusing to pay attention to the antilinear structure of
an inner product of a Hilbert space, when switching between the inner product
and the dual pairing. Thus, for the sake of clarity we will always consider the
antidual space instead of the dual space, which is the space of all continuous
antilinear mappings from the topological vector space into its scalar field. Hence,
both the inner product and the (anti)dual pairing is linear in one component
and antilinear in the other.

1.1 Distributions

In this section we want to recall the definition of the space of distributions and
the most important results. For detailed information see [66, ch. I, sec. 8] or [22,

ch. I1J.
Let © be an open subset of R"”. Before we can introduce distributions we
have to introduce the space of test functions on 2. We define

D(Q) == C(Q) == {p € C*°(Q) | supp ¢ is compact in Q}.

We use the notation D(2) instead of C°(£2), because we will endow this space
with a special topology. Note that this space is dense in LP(Q) for every p € [1, 00).
For a multi-index o € Nij we define |a| ==Y | o; and

olel

D = ——————— .
¢ Oz ...8x%”¢

We want to give an idea of the topology, but for a precise discussion we refer
to [22, 66]. For Q C R™ open and K C Q) we define
Dk () = {¢ € D(Q) |supp¢ C K}.
On Dk () we can define the semi norms

Pm(d) = sup sup|DY¢(z)|, m € Ny.
la|<mzeK

1



2 CHAPTER 1. PRELIMINARIES

These semi norms establish a topology on Dy (), with which Dg () is a locally
convex topological vector space. We have

D(Q) = U 2x@.

KCQ compact

and we will endow D(2) with the finest locally convex topology such that all
inclusion mappings vk : Di (Q) — D(Q), f — [ are continuous.
We can characterize convergence in D(Q2) by ¢, — ¢, if and only if

e there exists a compact K C  such that supp(¢, — ¢) C K for all n € N
e and sup,c|D*(¢n — ¢)(x)| — 0 for all & € Nj.
Definition 1.1.1. We define the space of distributions D’(2) as the (anti)dual
space of test functions D(Q2). For A € D'(Q2) and ¢ € D(Q) we define
(A, ¢>D’(SZ),D(Q) = A(¢).

We will write just (A, ¢)pr p, if Q is clear and (A, ¢), if it can’t be confused with
another dual pairing.

Remark 1.1.2. Every f € LL (Q) can be regarded as a distribution by

loc
(f, D)o (), D) :/Qfad?\,

where A denotes the Lebesgue measure. Since supp ¢ C €2, we can replace the
integral over 2 by an integral over R™, if we extend f outside of Q with 0. A
distribution that can be represented by an f € L\ () via the previous integral
is called regular.

Inspired by the integration by parts formula we define D*A for a distribution.
Definition 1.1.3. Let A € D'(2) we define the distributional derivative DA
pointwise for every ¢ € D(§2) by

(D*A, ) pr (), p(2) = (—1)‘a|<AaDa¢>D'(Q),D(Q)'

Note that a distribution is arbitrarily often differentiable (in the distributional
sense).

Example 1.1.4. We define the Heaviside function Hf: R — R by

0, =<0,
Hf(x):{l x>0

Clearly, Hf = 1(0,4.o0)- Its distributional derivative can be calculated by

+oo

W00 = = [ B A== [ @) de = 30z~ = 50)

where ¢ € D(R). Note that dp: ¢ + #(0) is continuous and antilinear, and
therefore an element of D’'(R).
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Lemma 1.1.5. Let (f)men be a sequence in L () that converges pointwise

to f € LL.(Q) such that for every compact K C  there exists an integrable
function gk such that | fm(z)] < gx(x) for a.e. x € K. Then f,, converges to f
in D'(Q), i.e.,

li

T (fn,0) = (f,¢) forall &€ D).
Proof. Let ¢ € D(Q) be arbitrary. Then supp ¢ is compact and therefore
there exists an integrable function gsupp ¢ such that |fi, (2)| < gsupp o () for ae.

x € supp ¢. Hence, by Lebesgue’s dominated convergence theorem, we have
i [~ )] = tim | [ (£ = 130N
m—0o0 m—0o0 O

M0 Jsupp ¢
Lemma 1.1.6. Let (A;)men be a sequence in D' (Q) that converges to A € D'()
in D'(Q). Then D*A,, converges to DA in D'(Q) for every a € Njj.

Proof. Let ¢ € D(Q)). Note that also D¢ € D(Q2). Hence,
(DA, — A), ¢) = (—1)*l(A,,, — A, D¥¢) — 0. Q

Note that every Lipschitz continuous function f: 2 — R possesses an almost
everywhere defined derivative by Rademacher’s theorem, see [1, th. 2.14]. More-
over, if we restrict it on a line in 2, then this function is absolutely continuous.
Hence, by the fundamental theorem of calculus for absolutely continuous function
we can derive an integration by parts formula for every ¢ € D(f2) by integrating

a6 = (5-0)0+ 1(5-9)

over R. Consequently the distributional derivative D® f coincides with % f as
distribution for a = e;, where e; is the n-tuple that with 1 in the i-th entry and
0 else.

1.2 Lipschitz Boundary

In this thesis we will only deal with strong Lipschitz boundaries, hence we will
not mention weak Lipschitz boundaries and we will just use the term Lipschitz
boundary for strong Lipschitz boundary. Sets with Lipschitz boundaries are nice
enough to allow to define an outer normal vector, which will be important to
define boundary operators. More details can be found in [21].

Definition 1.2.1. A set Q2 C R" is said to have a Lipschitz boundary, if for
every p € 0f) there exists an €, h > 0, a hyper plane H in p and a Lipschitz
continuous function g: H N B.(p) — R such that
o0an OeJL = {:1: + g(z)v ‘ xeHN Be(p)}a
QNCep={z+yv|z € HNB(p),—h <y < g(z)},
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Figure 1.1: Lipschitz boundary

where v is the normal vector on H and C.) is the cylinder {z + nv|z €
HﬂBE(P)ﬂ? € (_hvh)}

Figure 1.1 illustrates this definition. Locally the boundary of Q) is the graph
of a Lipschitz function. Alternatively, you can regard the hyper plane and its
normal vector as an orthogonal basis (a different coordinate system). Sometimes
this is used to define Lipschitz boundaries. The condition on 2 N C, ;, makes
sure that the surface of 2 is orientable.

Locally we can define an embedding on a Lipschitz boundary by

f Bd{p)nH — 09,
& z = z+g(x)v.

Clearly, since B.(p) N H is isomorphic to a ball B.(0) in R*~! we can also define
a Lipschitz continuous embedding qg, whose domain is B.(0) C R"~L.

Note that for z € B.(p) the vector x — (x—p,v)v € H and we can characterize
the boundary locally at p by the zeros of

. Be(p) — R,
F{ x = <$—Pw>—g(w—<x—p,v)v).

In the coordinate system given by H and v (origin in p) this function can be

expressed by
B(p) — R,
{ ] = ¢-d0.

where § is an appropriate modification of g. Since g is Lipschitz continuous, also
F' is Lipschitz continuous.

By Rademacher’s theorem [1, th. 2.14] every Lipschitz function is almost
everywhere differentiable. Hence, we can define tangential space on almost every

F:
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point of 92 and an outward pointing normal vector. Let (bi)?;ll be a basis of
H. Then the tangential space of 92 in almost every ¢ is given by

span{ 2667 @) oo™ (@) . (1)

or 5 5
Span{aeli)(qgl(q)), RN v

56 @) )

n—1

where (e;), is the standard basis of R”. It can be shown that the tangential
space does not depend on the embedding ¢, i.e., if ¥ is another embedding such
that ¢ is in the image of v, then the corresponding tangential space w.r.t. ¢ is

the same.
Lemma 1.2.2. The normal vector is given (almost everywhere) by

{8QﬁBe(p) - R~
17

(dF ()T
[EEC

Proof. Let ¢ € 99 N B.(p) such that the tangential space exists. By (1.1)
{aiblqﬁ(qb’l(q)), ce ﬁd)(gﬁ’l(q))} is a basis of the tangential space. Hence,

we only have to show that v(q) is orthogonal on each basis vector. Let s = ¢~ 1(q).
Then

q —

(aF@T, 5267 @) = dFl@) g (67 (0) = AF(6() 5 )
0
which proves the claim. a

By working in the coordinate system centered in p given by an orthogonal
basis of H and v we can assume

H =span{ey,...,en—1} and v =e,. (1.2)

Moreover, we will identify H with R"~!, which allows us to write the embedding

6 as
ole) = LJ(Q;)} '

Note that in this new coordinate system p = 0. Let ¢ € 92 N Be(p), 7w denotes
the orthogonal projection on H, which is given by x — [#1 2 . @n— ]T and
s = m(q). Then the tangential space in ¢ can by written as

1 0 0
0 1 0
span ) P .
0 0 1
9g(s) dg(s) 0g(s)

deq des Oen_1
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or in a matrix form

ran o)

where E,_; denotes the identity matrix in R™~!. Hence, we can easily see that
the tangential space exists in every point where g(s) is differentiable. The normal
vector in Lemma 1.2.2 is then given by

Ja) = 1 —Vg(s)
@ 1+|Vg<s>||2[ 1 }

Theorem 1.2.3. Let v be the function given in Lemma 1.2.2. Then v(q) points
outward § for almost every ¢ € 00N Ce .

Figure 1.2 illustrates the proof.

Figure 1.2: Outer normal vector

Proof. Let ¢ € 002N C¢ j, such that the tangential space exists and s = 7(g). For
an x € H N B.(p) we can express the corresponding point on surface of Q by

{9(3;)] ‘

Since g is differentiable in s, we have
ot o] = o] = it + o]
9(s —uVg(s))] — La(s) IVg()I2) * Lo(w)

Hence, for p > 0 sufficiently small we have g(s) > g(s — pVg(s)), which implies

[S ’;Z)g ] ¢ Q. Consequently,

g+ pv(g) = [g(ss)] +p {—Vlg(s)} ¢ Q.

Therefore, v(q) points outward €. a
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Hence, there is a function v: 02 — R™ that is defined almost everywhere
(w.r.t. surface measure of 9) such that v is an outward pointing normal vector.

We mentioned the surface measure of 92 a few times without really saying
what it is. Hence, we catch up on this. The set of Borel sets on 02 can be
described by

B(OQ) = BR™) N0 = {AN Q| A € BR™)},

where B(R™) are the Borel sets on R™. We still assume (1.2). For simplicity we
will only define the surface measure on 9QNC 5, but this can easily be extended
on 0N by a covering consisting of sets C¢ j, centered in different points.

Definition 1.2.4. For A € B(0Q) N C. ;, we define the surface measure of OS2

by
u(a) = | ooy VI TV
g (Tn

where A,,_; denotes the Lebesgue measure in R”~! and 7,, denotes the projection
on the n-th coordinate.

Note that g~ 1(7,(A)) = ¢ '(A). For a measurable function f we can
calculate the surface integral by

/aszc fap= /BE@ ! ([g(”;)D VI V@) dh (a).

In order to prove the divergence theorem or Gaufl’s theorem,

dind?\z/ v fdu,
Q ble)

we will prove locally fQ opdN = |, aq Vi dp and then obtain the global result
by a partition of unity. Finally, the divergence theorem/Gauf’s theorem is just
an easy consequence.

Theorem 1.2.5. Let ¢ € D(C. ). Then

/ B A = / vip dp
QQCE,;L aﬂﬁce,h

for every i € {1,...,n}.
We will again (without loss of generality) assume (1.2).
Proof. Let h € C*(R) be such that
0, ¢ € (=00,0),

h(¢) € 4 [0,1], ¢ €0,1],
1, ¢ € (1,00).
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hﬁh
1

Figure 1.3: The function h

Figure 1.3 illustrates the function h. We define h,,(z) := h(mz), which converges
pointwise to the Heaviside function Hy = 1 ;o). By the second condition of
Lipschitz boundaries, we have © € QN C,, if and only if x,, < g(Z), where
Z = w(z), the projection of = on the first n — 1 coordinates. Therefore, we can
write 1q for z € C¢ ;, as a pointwise limit

Lo(@) = m_h(9(®) = 22) = lim (@)
where Ry, == ho (g(E) — ). Hence 1 regarded as distribution, i.e., as element
of D'(Ce,p), is also the limit of h,, (Lemma 1.1.5). The distributional derivative
of 1 can be written as (Lemma 1.1.6)

O f,.n(@) = muws @)W (m(g(#) — )

oz, 1 = n}gnoc aTcihm’ where i
and w(Z) = [Vf(f)] 1+ ||Vg(@)]2v ([g("zj)]) (for a.e. z). For ¢p € D(Ce )
we have

/ b dA = —< 0 1Q,w>
QNC, 5, O D' (Ce,n),D(Ce,n)

— — lim / 1/mwz W (m(g(@) — 2a))i([ 2 ]) dan di

m—r oo

:/Rn_lwi(f)/R lim [aih(mxn)}w([g(if_%]) dz,, di

m—oo Tn

_ /  wil@EL S ([ 1)) ) oy 97
= [ Lt D (Lot ) VT TVa@TF az

= / v du. u
GQQCEJL

Lemma 1.2.6. Let K CR"™ be a compact set and 2 C R™ open with Lipschitz
boundary. Then there exists an open covering (O; )] _o of QN K, such that O;
for j > 1 are cylinders C¢, n,;(p;) that fulfill the conditions in the definition of a
Lipschitz boundary (Definition 1.2.1) and Oy C .
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Proof. By definition of a Lipschitz boundary for each p € 92 there exists a
cylinder Ce (p) (¢ and h depend on p). Clearly, U,cponi Cen(p) is an open
covering of the compact set Q2N K. Therefore, there exist finitely many p; such
that

k
U Ce, n;(pj) 200N K.
j=1

We define O; as C, n,(p;) for every j € {1,...,k}. Since the distance § of
(QNK)\ U§:1 O; to 99 is positive, the 3 neighborhood B; (N K)\ U§:1 0;)
of (N K)\U}_, O; is contained in Q. We define Og as Bs (2N K)\Uj_, 0;).
Then (O;)%_ is the desired open covering of QN K. a

Theorem 1.2.7. Let » € D(R™) and Q CR™ be open with Lipschitz boundary.

Then
/aiwdh/ v dps
Q oQ

Proof. We apply Lemma 1.2.6 on K = supp®. Then we have an open covering
2N K consisting of Oy C Q and cylinder O; = C¢, n,(p;) for j € {1,...,k}. We
employ a partition of unity and obtain (aj)fzo subordinate to this covering, i.e.,

for every i € {1,...,n}.

k
a; € D(0;), «aj(x)€[0,1], and Zaj(x) =1 for 2€QNK.
j=0
We define 9; = aj1p € D(O;). Hence, we have @) = Z?:o ¥; and

k k
&-wd?\:/ 9, ;A\ = / A dA.
/| i D2 VN =D L 0

=0

Note that fQﬁOo Ot dA = fOo ditbg AN =[5, Ditho AA = 0. Therefore, by Theo-
rem 1.2.5 we have

k k k
Dby dA = / Bty dA = / uiwduzf v dp,

which proves the claim. a

Theorem 1.2.8 (Gauf}’s theorem). Let Q C R™ be open with Lipschitz boundary
and f € D(R™)™. Then

/divfd7\= v fdu.
Q 20
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Proof. Note that f; € D(R™). Hence, by Theorem 1.2.7

dind)\: /&fld?\: / Vifid,u:/ V-fd/,&. a

This result can be extended to a more general class of functions by continuity,
e.g. HL()™, if Q is bounded. Note that for an unbounded (2 this formula cannot
be extended to H!(Q)" as shown in [57, Re. 13.7.4]. We will later use this
result to introduce an integration by parts formula for a certain class of L2(Q)
functions.

1.3 Dual Pairs

In this section we will introduce the notion of dual pairs, that allows us to treat
dualities for Hilbert spaces and for Banach spaces in the same framework.

Definition 1.3.1. Let X and Y be Banach spaces and let (-,- )y x: ¥ x X — C
be continuous and sesquilinear (linear in the first argument and antilinear in the
second argument). We define

! !
D: vy - X, and W: X = Y’i
y = (Y )y, r o~ (

If @ is isometric and bijective, then we say that (X,Y) is a (anti)dual pair and
(-, )v.x is its (anti)dual pairing.
We define
(z,y)x,y = (¥, 2)v.x,
which is again a sesquilinear form.
If also ¥ is isometric and bijective, then we say that (X,Y) is a complete
(anti)dual pair.

Remark 1.3.2. Since ® is isometric, the duality mapping of a dual pair (X,Y)
satisfies

[ )y x| < llyllylllx.
Example 1.3.3. There are some “natural” and well-known dual pairs.
e Let X be a Banach space, then (X, X') is a dual pair by the dual pairing
(,7)x x =y().
If X is additionally reflexive, then (X, X’) is even a complete dual pair.

e Let H be a Hilbert space, then (H, H) is a complete dual pair by its inner
product

<Z%$>H,H = <y733>H-
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e Let p € [1,400), X = LP(Q) and Y = L%(Q), where %—i—% = 1. Then
(X,Y) is a dual pair with the dual pairing

(y,2)y,x = / yT dA.
Q

For p # 1 it is even a complete dual pair. Note that this is not a special
case of the first example as L9(Q2) is “only” isomorphic to the dual space
of LP(Q).

Clearly, every dual pair (X,Y) can be identified with (X, X’). However,
sometimes such identifications can make things a little bit confusing. Especially
for Hilbert spaces H it is (in most cases) more “natural” to regard the dual pair
(H,H) instead of (H, H'). Nevertheless, sometimes also for Hilbert spaces it is
more convenient to regard another dual pair, e.g. for the Sobolev space H!(R)
it is more handy to work with H=!(R). Furthermore, if you deal with both the
dual pairs (H, H) and (H, H') simultaneously, then it is less confusing, if you
are able to properly distinguish between them, even if the difference is only an
isomorphism.

Unfortunately, building this theory is a little bit harder than doing duality
theory only for Hilbert spaces, but on the plus side it gives a framework in which
the duality of Banach spaces and Hilbert spaces is the same. This is especially
an advantage, when it comes to adjoint mappings.

If we do not explicitly choose a dual pair, we work with (X, X’), if X is
a Banach space and (H, H) if H is a Hilbert space.

Remark 1.3.4. If (X,Y) is a complete dual pair, then (Y, X) is also a complete
dual pair. A Banach space X is reflexive, if and only if there exists a Banach
space Y such that (X,Y) is a complete dual pair.

Definition 1.3.5. For a dual pair (X,Y’) we define a sesquilinear form on X xY

by
<< [ij ’ Bj >>Xxy = (22, y1)v,x + (1, 92)x,y

We call this sesquilinear form the Stokes-Dirac product. We will just write
{-,-), if the space is clear. If we regard canonical dual pairs like (X, X’) or
(H, H) for a Hilbert space H we will sometime just write {-,-)x and (-, -)#,
respectively. We say similar to inner products [z3] Lqy [72], if ([Z5],[32]) =0

and correspondingly [Z)] Ly M and N Ly M for sets M, N C X x X',

Lemma 1.3.6. Let (X,Y) be a dual pair. Then {-,-) is a non-degenerated
sesquilinear form, i.e., (X x V)t = {0}.

Proof. Let [2;] € X x Y be such that [71] Ly X x Y. Then, in particular,

[zs] Ly [8] for all y € Y, which means 0 = ([7!], [2}» = (x1,y)x,y. This

implies 21 = 0, since (X,Y) is a dual pair. Analogously, we can show that
Ty = 0. a
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Clearly, for a complete dual pair (X,Y) it is easy to show that (X xY,Y x X)
is a complete dual pair. However, the next lemma shows that there is another
complete dual pairing for X x Y, which comes from an indefinite inner product.

We endow X x Y with [[[Z} ] xxy = v/ll21]% + [[z2]5-
Lemma 1.3.7. Let (X,Y) be a complete dual pair. Then (X x Y, X xY) with
(-, W xxv is a complete dual pair.

Proof. Since this is a duality between the space X x Y and itself, it is enough

to show that
(I).{XXY - (X xY),

(2] = ([& ] Dxxy
is isometric and bijective.
Let [32],[73] € X xY. Then by the triangle inequality and Cauchy Schwarz’s
inequality

X
<<{ 1} ) [ZA] >>‘ = ‘<$2ayl>Y,X + <$17y2>x,y| < w2l llyally + lz1llx llyally

T2 Y2
< Vllz2l2 + el -/l + el

A

On the other hand for 21 € X there exits a yo € Y with |ly2|| = ||z1]| such that
(w1,92) = ||z1||* and for 2o € Y there exists a y; € Y with ||y1|| = ||z2| such
that (xo,y1) = ||22]|? (this is a consequence of the Hahn Banach theorem and
the fact that (X,Y") is a complete dual pair). Hence,

Ll

T2 Y2

L1 Y1 _ 2 2 _||[|T
- Bl = v < 2]
To show surjectivity let f € (X x Y)" be arbitrary. Then

which implies [[®[%, J[l(xxv)y = ll[22 ][xxv-
FABD = £ D+ AR D

Since both parts can be seen as elements of X’ and Y’, we find z3 € Y and
x1 € X such that

FU5:D) = @2 u)vix + (@i y)xy = ([5 ] [k ])-
Consequently, ®[71] = f. a

Definition 1.3.8. Let (X,Y) be a dual pair, M C X and N C Y. Then we
define the annihilators of M and N by

MY ={y €Y [{y,x)y.x =0 Yz € M},
XN ={re X|(y,x)yx =0Vy € N}.

’XXY ’XXY

)

2 ’

XxXY ‘XXY ‘XXY

We will just write M+ and + N, if the dual pair is clear. If (X,Y) is a complete
dual pair we also write N+ for - N.
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Note that for a complete dual pair (X,Y") also (Y, X) is a complete dual pair.
Hence, the notation N1t for +X N is justified for N C Y as both describe the
same set.

The next theorem is a translation of [53, Theorem 4.7] in our notation.
Nevertheless we will present a proof.

Proposition 1.3.9. Let (X,Y) be a complete dual pair, and M C X and N CY
be subspaces. Then o o
M+ =M and N*+=N.

Proof. Tt is sufficient to show M+ = M as the second assertion follows from
the first applied to the complete dual pair (Y, X).

It is obvious that M C M+ and since M+ is closed, we conclude M C
M=+, On the other hand, if ¢ M, then we can separate x and M by a Hahn-
Banach theorem ([53, Theorem 3.5]) with a functional ¢ such that ¢ (z) = 1 and
(M) = 0. This ¢ can be represented by (y, -}y, x for a y € Y. This y satisfies
y € M+ and (y,2)y x # 0, therefore v ¢ M-+, a
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Chapter 2

Linear Relations

In this chapter we will introduce linear relations, which can be seen as a gen-
eralization of linear operators or as multi-valued linear operators. Although
it may be possible to completely avoid this concept, it is worth to use it, as
otherwise proofs can become cumbersome and some interesting links will stay
hidden. We will introduce well-known concepts like adjoints, skew-symmetry,
dissipativity and the Cayley transform for linear relations. Then we will present
the most important results on boundary triples (for our purposes). Finally, we
recall strongly continuous semigroups and in particular contraction semigroups.

2.1 Basics

Definition 2.1.1. Let X,Y be two vector spaces over the same scalar field.
Then we will call a subspace T of X X Y a linear relation between X and Y. A
linear relation between X and X will be called a linear relation on X.

Remark 2.1.2. Every linear operator T: X — Y can be identified by a linear
relation by considering the graph of T'. In fact, if we consider mappings from X
to Y as subsets of X x Y then T is already a linear relation. On the other hand
not every linear relation comes from an operator, as {0} x Y demonstrates the
most degenerate example.

The statement [;| € T can be interpreted as Tz“="y, if T' comes from a
linear operator, this is also its literal meaning. However, for a general linear
relation y is not uniquely determined by z. So from a multi-valued operator
perspective this can be interpreted as y € Txz.

Definition 2.1.3. For a linear relation T between the vector spaces X and Y
we define

e dom7 :={z € X |3y € Y such that [y] € T} the domain of T,

e ran7 = {y € Y |3z € X such that [y ]| € T} the range of T,

15
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o kerT :={x € X |[§] € T} the kernel of T,
e mulT :={y € Y|[)] € T} the multi-value-part of T.
We say T is single-valued or a linear operator, if mulT = {0}.

Remark 2.1.4. Every linear relation 7" which satisfies mulT = {0} can be
regarded as a linear mapping 7" defined on dom T, where Tz = y is well defined
by [y] € T.

Definition 2.1.5. Let XY, Z be vector spaces and S, T be linear relations
between X and Y, and R a linear relation between Y and Z.

o S+T ={[y ] e X xY|[,;] € Sand][,,] €T},

o \T:={[Xy] € X xY|[}] €T},

o T = {[{] €Y x X|[y] €T},

e RS ={[%]€ X x Z|3y €Y such that [;] € S and [¥] € R}.

It is easy to check that the sets defined in the previous definition are also linear
relations. Furthermore, if S, T and R are linear operators, then the previous
definition coincide with the usual definition of addition, scalar multiplication,
inverse and composition.

Definition 2.1.6. For a Banach space (X, ||-||) and a linear relation A on X,
we define

e p(A)={AeCU{oo}|(A—N)"1 € Ly,(X)} as the resolvent set,
e 0(A) = (CU{oo})\ p(A) as the spectrum,
e 0,(A) = {\ € CU{oo} |ker(A — N\~ £ {0}} as point spectrum, and

o r(A)={AeCU{co}|(A—-N)"t e Lyran(A — \), X)} as the points of
regular type,

where ran(A — )) is endowed with the norm of X and we set (T —oco)~t:=T
and ran(T — co0) = dom 7.

Note that definition of (A — 00)~! is just to ensure that oo € o(A), if A is
unbounded.

Definition 2.1.7. Let X be a vector space over C and M = [3 g} € C2x2,
then we define the mapping 7p7: X x X — X x X by

x| |61 ~AI||z| _ |dx+yy
™ y| 7 |BI oIl |y|  |Bx+oay|’

Lemma 2.1.8. For M, N € C?>*2 we have Ta;Tn = Tmn and therefore, for

invertible M also Thy—1 = Tar L.
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R K]

are= R 0 R I e o

From the already shown, we can immediately conclude that 75,-1 = del. a

Proof. Note that

Lemma 2.1.9. Let A be a linear relation on a vector space X and M = [f/ g} €
C2%2, If mul A = {0}, then
T (A) = (@A + BI)(vA + 1)~

Proof. Let [£] € Tar(A). Then there exists a [y ]| € A such that [§] = [giigﬂ
By the definition of the addition and multiplication by a scalar for linear relations
we have [aytgs] € (@A + BI), [1yes] € (YA + 6I) and therefore [19197] €
(yA +8I)~t. Consequently [¢] € (A + BI)(yA+6I)7L.

On the other hand let [§] € («A + BI)(yA + 6I)~!. Then there exists a
x € dom A such that [¢] € (YA+6I)"t and [§] € (¢ A+ BI). Since mul A = {0},
there exists a unique y € X such that [y] € A. Hence, a = vy + éx and

b= ay + Bz and consequently [¢] € Tar(A4). Q
Remark 2.1.10. For M = {: ?} € C?*2 with det M # 0 we have the Mdbius
transformation

oui(e) = 2L — (ax Bz )

By Lemma 2.1.9, we can see that ¢y (A) = (aA + B)(yA+ )~ = 7 (A) for
any linear relation A with mul A = {0}.

Hence, the previous definition of 77 (A) can be seen as the Mobius transfor-
mation of a linear relation.

2.2 Adjoint Linear Relations

We will introduce a slightly more general approach to the adjoint of a linear
relation (or operator). This is again a nuance coming from a proper distinction
of identifications of dual spaces. Clearly, all adjoints for different (isomorphic)
dual spaces are isomorphic in some sense, nevertheless this differentiation can
sometimes reveal details, that are otherwise hard to spot.

Definition 2.2.1. Let (X1,Y7), (X2,Y3) be dual pairs and A a linear relation
between X; and Xs. Then we define the adjoint linear relation by

AY2x = { [yﬂ €Yo xY
n

(Y2, 2) vy, x5 = (Y1,%1)v;,x, for all [i;] S A}.
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We will just write A*, if the dual pairs are clear.

For a Banach space X, we will regard the dual pair (X, X’) for the adjoint,
if no other dual pair is given. Similar, for a Hilbert space H we will regard the
dual pair (H, H), if no other dual pair is given.

Remark 2.2.2. Let Hy, Hs be Hilbert spaces and let us regard the natural
complete dual pairs (Hy, Hy) and (Hs, Hz). Then the adjoint of a densely
defined linear operator A: Hy — Hy can be characterized by

BQ] e A o (y2,Ax)p, = (y1,2)g, forall zx € dom A.
1

This matches the usual definition of a Hilbert space adjoint, if we regard y; as
A*yg
<y27 AI>H2 = <A*y27 1'>H1 .
In fact we will later see that for a densely defined linear relation its adjoint is an
operator.
In the operator case the next lemma is sometimes used as the definition of

dom A*.

Lemma 2.2.3. Let A be an operator (mul A = {0}). Then we can characterize
the domain of A* by

re€domA® < domA>su— (z,Au)y, x, is continuous w.r.t. ||-||x,-
Proof. If x € dom A*, then there exists (at least one) y € Y7 such that
(@, Au)y, x, = (Y, u)y,,x, forall wu e dom A.

Hence, u — (z, Au)y, x, is bounded by ||y||y; and therefore continuous.

If : domA — C,u— (z, Au)y, x, is continuous, then we can extend this
mapping by continuity on dom A. By Hahn-Banach we can further continuously
extend this on X; (not necessarily uniquely), denoted by ¢. Since (X1,Y;) is a
dual pair, there exists a y € Y; such that ¢(-) = (y,-)y,.x,. Hence,

(z, AU>Y27X2 = (;AS(U) = <y,U>Y1,X1
which implies [y ] € A* and x € dom A*. a

Lemma 2.2.4. Let (X1,Y1), (X1,21), (X2,Y2) and (Xo, Zs) be dual pairs and
Ui: Y, = 71 and Vy: Yo — Zy be the isomorphisms between Yy, and Z1, and Yo
and Zs, respectively. Then we have for a linear relation A between X1 and Xo

U, 0

KZoXZ1 —
A 1_[0 v,

:| A¥YV2xyi = Py A*Y2xn \112—1.



2.2. ADJOINT LINEAR RELATIONS 19

A*Z2><Z1
Z Zs
A A
A\ A A\
T X ———— X U] |0yt
A A
\ AT Y2 xY; M
2XY]
Y1 Y,

Figure 2.1: A*%2x71 = U A*van Pt

Proof. By the definition of the adjoint relation we have

|:z:| € A¥y2xm = <(L'71J>Y2,X2 = <y,u>y1’Xl Y |:Z:| cA

- <\I/2:17,U>Z27X2 = <\I/1y,u>zl7X1 v |:Z:| €A
\IIQSU
& € A*72x21,
[\Ply]
This implies the claim. d

Remark 2.2.5. Let (X,Y) be a complete dual pair. For a linear relation A
between X and Y we use the dual pairs (X,Y) and (Y, X) such that the adjoint
relation A*XxY is also between X and Y. In this case we can characterize the
adjoint relation by

PR {1 N B

or shorter by
_A* = AL,

Lemma 2.2.6. Let (X1,Y1), (Xo,Y2) be dual pairs and let A be a linear relation
between X1 and X5. Then

o (A=A,
o (—A)tvixvs = —Alvixve gnd
° (A—I)Lyzxyl — (Alylny)—l.
Proof. We show (—A)~! = —A~! by
Ble(-A " e [hlede[Yleda[f]eA o [jle A0

1

The second assertion (—A)+ = — A~ follows from

(3] € (A" & i]a[fvbylxyz,xlxxgzo v[y] €A
<:><[*my]7[%]>yl><y2,xl><)(2:0 V[Z]EA
& [y] e —(4h).
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Finally, (A=!)* = (A+)~! can be seen by
51 € (A & (311 Dyixyxiex, =0 V] € 4
< ([Z] [V Dvaxyixoxx, =0 V[g]e A
s [v]eAah)~ Q

Proposition 2.2.7. Let (X1,Y7), (X2, Ys) be dual pairs and A a linear relation
between X1 and Xo. Then we have the following identities

A = (A =—(ATH) = —(an)h
Moreover, A* is closed.
Proof. Note that
<y7u>Y1,X1 + <x7U>Y2,X2 = <[g]7 [%]>Y1><Y2,X1><X2

Therefore we can reformulate the condition in the definition of A*

o {f] {2 [ -o e ] o) -

The other characterizations follow from Lemma 2.2.6. The closedness follows
from the closedness of the annihilator. 4

Lemma 2.2.8. Let (X1,Y1), (X2,Y2) and (X3,Ys) be dual pairs and A a linear
relation between X, and Xo. Then

(i) mul A* = (dom A)*, ker A* = (ran A)*,

(ii) (BA)* D A*B* for all linear relations B between Xo and X3,
(iii) (BA)* = A*B* for all operators B € Ly(X2, X3),
Proof.

(i) By the definition of A*, we have

=0
mul A* = {y € Yg| (V] eA}={yeYs |m= (y,u) for all [}] € A}
= (dom A)*,
=0
ker A*={zeYi|[§l e A"} ={z e V1| (z,v) :m for all [4] € A}
= (ran A)*.

(i) If [j] € A*B*, then there exist a z € Y such that [Z] € B* and 3] € A*.
Moreover,
<$,’w>y3)X3 = <Z7’U>y2’X2 for all [:j)] € B,
<Z7U>Y2,X2 = <y,U>Y1,X1 for all “}L] €A

Hence, (,w)v, x5 = (y,u)y, x, for all [] € BA and consequently [3] €
(BA)*.
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(iii) Since B is an everywhere defined operator, we can write BA = {[ 8, ]| [v] €

A}. Therefore,
(BA)* = {[5] €YsxY; | (x, Bu)y, x; = (Y, u)y,,x, for all [1/] € A}.
If [§] € (BA)*, then
(B*z,v)y, . x, = (2, BU)y,, x5 = (Y, W)y, x, forall [i]€A,

and in turn [B;I] € A*. Clearly, we also have [g%.] € B*. Hence

[y] € A*B*.
a
For complete dual pairs (X7,Y7) and (X3, Y>3) the adjoint of a linear relation
A between X, and X5 is defined by A* = A*v2x¥1, However, we can also define
the adjoint of a linear relation B between Ys and Y; by B* = B*X1xX2 as (Y, X5)
and (Y1, X7) are also dual pairs. Therefore, we can take the double adjoint of A

which is

A** — (A*Y2xY1 )*Xl xXg
The next lemma will show that this is just the closure of A in X; x Xs.

Lemma 2.2.9. Let (X1,Y7), (X2, Ys) be complete dual pairs and A a linear
relation between X, and Xo. Then

A™ = A

Proof. By the identities in Proposition 2.2.7 and Proposition 1.3.9 we have
L _
AXF = (7 (AJ_)fl)* _ (((Ai)fl)*l) —_ AJ_J_ — A Q

In some sense a linear relation on a complete dual pair (X,Y), i.e., Ais a
linear relation between X and Y, is the closest thing to a linear relation on a
Hilbert space. Note that A* is again a linear relation between X and Y. Hence,
we can define things like symmetry.

Definition 2.2.10. Let (X,Y) be a complete dual pair and A a linear relation
between X and Y. We call A

e symmetric, if A C A* and self-adjoint, if A = A*.
o skew-symmetric, if A C —A* and skew-adjoint, if A = —A*.

e dissipative, if Re(y, z)y,x <0 for all [] € A and mazimal dissipative, if A
is dissipative and there is no proper dissipative extension of A.

e accretive, if —A is dissipative and mazximal accretive, if —A is maximal
dissipative.
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Note that, if H is a Hilbert space and we regard the dual pair (H, H) and a
linear relation A between H and H, then the previous definition coincides with
the standard definition in the literature. However, for Banach spaces dissipativity
and accretivity are usually defined differently.

Remark 2.2.11. If A is symmetric/self-adjoint, then iA4 is skew-symmetric/skew-
adjoint. Conversely, if A is skew-symmetric/skew-adjoint, then iA is sym-
metric/self-adjoint.

Lemma 2.2.12. A self-adjoint operator A, i.e., A* = A and mul A = {0}, is
densely defined. A skew-adjoint operator B is densely defined.

Proof. By Lemma 2.2.8 we have
dom A = (mul A)* = {0}* = X,

which proves the claim.
Clearly, this already implies the result for skew-adjoint operators, as iB is
self-adjoint. d

Lemma 2.2.13. A linear relation A is skew-symmetric, if and only if A is
dissipative and accretive, i.e., Re{xo, x1)y,x = 0 for all [31] € A.

For operators the condition can be read as Re(Ax, z)y,x = 0. In other words
<A$7x>Y,X € iR.

Proof. Let Re(xa, z1)y,x = 0. Note that {[z2], [z3]) = 2Re(z2,z1)y,x. By the
polarization identity (Lemma A.3.1), we have

e R A R A R {1 ) U S B
T2 Y2 T2 Y2 T2 T2 T2
The right hand side of the equivalence is satisfied by assumption and the left
hand side implies by Remark 2.2.5 that —A C A*.

If A is skew-symmetric, then [71] € A implies [ %} ] € A*. Hence, by the
definition of the adjoint

(2, 1)y, x = (T1, —T2) Xy

and consequently (w2, 1)y, x + (Z2,%1)y,x = 0, where the left hand side equals
the real part of (2, 1)y, x- a

Remark 2.2.14. We can characterize skew-symmetry, dissipativity and accretivity
in the following way

A skew-symmetric < Re(y,z) =0 V[y]€e A < ([y],[]) =0 V[y] €A,
A dissipative & Re(y,z) <0 V[y] €A < ([y].[y]) <0 V[y] € A4,
A accretive < Re(y,z) >0 V[y]e A < ([y].[y]) >0 V[y]e A
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2.3 Skew-symmetry and Dissipativity on Hilbert
Spaces

In the following we will regard linear relations on Hilbert spaces. Similar to
defect indices for symmetric operators we want to introduce the analogon for
skew-symmetric operators. We will discuss the spaces ran(A — \) and ran(A+ \),
where Re A # 0. Note that contrary to the concept for symmetric operators
we regard a pair of complex numbers X\, —\ mirrored along the imaginary axis,
instead of the real axis. This is not surprising as the point spectrum of a
skew-symmetric operator is on the imaginary axis.

Lemma 2.3.1. Let A be a closed dissipative linear relation on a Hilbert space
X and A € C such that Re X > 0. Then ran(A — \) is closed in X.

Proof. Let [y] € Aand [Z] € (A—\) such that z = y— Az. Note that (A—iIm })
is also a dissipative linear relation and therefore Re{y —iIm Az, z) < 0. Then
we have the following inequality

1215 = ly = Az[% = ly —ilm Az — Re Az /%
<0
=y — iIm)\xH?X —2ReARe(y —ilm Az, x)x + |Re)\|2||a:H§(
>0

> [ReAP||z )%

Let ([27])nen be a sequence in (A — A) such that (z,,)nen converges to z € X.
Then the previous inequality implies that also (z,,)nen converges to a limit € X.
Since A is closed (and therefore also (A — A)), we conclude that [$] € (A — X)
and consequently that ran(A — A) is closed. a

Corollary 2.3.2. Let A be a closed skew-symmetric operator on a Hilbert space
X and A € C such that Re X # 0. Then ran(A — \) is closed in X.

Proof. Note that A and —A are dissipative. Hence, for ReA > 0 we apply
Lemma 2.3.1 on A and for Re A < 0 we apply Lemma 2.3.1 on —A. d

Lemma 2.3.3. If A is a mazimal dissipative linear relation on a Hilbert space
X, then (A — 1) is surjective, i.e., ran(A — 1) = X.

Proof. Note that ran(A — 1) is closed. Assume that (A — 1) is not surjective.
Then there is a non zero z € X that is orthogonal on ran(4 — 1), i.e.,

0=(y—x2) =(y,z)— (x,z) forall [y]eA. (2.1)

If z € dom A, then, by the previous equation and the dissipativity of A, we have
forall [Z]€ A

Relz]|? = Re(w, z) <0
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Therefore, z = 0, which contradicts our assumption z # 0. On the other hand,
if z ¢ dom A, then we extend A to B := span(A U {[ %,]}), which is again
dissipative. This can be seen by using (2.1)

Relaz 4z, —az +y) = —|al?||z]|* + Re({az,y) — (z,az)) + Re(z,y) <0

=0

for [y] € A. However, this contradicts the maximal dissipativity of A. Hence,
such a z cannot exist. a

Lemma 2.3.4. Let A be a closed skew-symmetric operator on a Hilbert space
and A € C such that Re XA # 0. Then

dom A* = dom A + ran(A — \)* Fran(A + X)L, (2.2)
Proof. We start showing that this sum is indeed direct. Let

fedomA, geran(A—XN* and hcran(A+ )t
— —

=ker(A*—2\) =ker(A*+\)

be such that
f+g9g+h=0. (2.3)

Applying A* — X on this equations yields (4*f = —Af and A*h = —\h)
—(A+Nf-A+XNh=0
=2Re A

By assumption the summands are orthogonal and Re A # 0, therefore
(A+XN)f=0 and h=0.

Since A is skew-symmetric, only a pure imaginary number can be an eigenvalue
and consequently f = 0. Because of (2.3), we also see g = 0.

Finally, we show that there is equality in (2.2). Let v € dom A*. Since
ran(A — \) is closed by Corollary 2.3.2, we have X = ran(A4 —\) @ (ran(A — \))L.
Therefore, we can decompose

(A* + Nu = uj +up, where u; €ran(A — \),us € (ran(A4 — X))+,

We can write u; = (A — \)f for an f € dom A and uz = (X + \)g, where

= ﬁug € ker(A* — ).

(A +Nu=(A-Nf+A+Ng=—(A"+N)f+ (A" + N)g.
Therefore, h :=u+ f — g € ker(A* +\) = (ran(A+ X))t andu= —f+g+h. Q

Definition 2.3.5. Let X and Y be Hilbert spaces and A: X — Y be a linear
operator. Then we define the graph inner product by

(f9)a = (f,9)x + (Af, Ag)y.
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The corresponding graph norm is given by

1£lla = /IfI% + TALIS-

It is easy to see that dom A is a Hilbert space with the graph inner product, if
A is a closed operator (if A is closed in X x V).

Lemma 2.3.6. Let A be a closed skew-symmetric operator on an Hilbert space
X. If we regard dom A* with the graph inner product of A*, then we have the
following orthogonal decomposition

dom A* = dom A ® 4~ ran(A — 1) @ 4- ran(A + 1),

where ran(A — 1)+ is still the orthogonal complement of ran(A — 1) in X.
Proof. By Lemma 2.3.4 for A = 1 we know that the sum on the right hand side
spans all of dom A*. Hence, it is left to show that is an orthogonal sum.

Let f € dom A and g € ran(A — )+ = ker(A* — X). Then by assumption
A*f=—Af and A*g = \g, therefore

* * ~—1 * N
771 J—
= A=A
<f7 ( ) g>x

Hence, if A\ = £1, then we have orthogonality.

Let g € ker(A* — 1) and h € ker(A* +1). Then

<g7h>A* = <gvh>X + <A*97A*h>X = <gvh>X + <ga 7h>X = 07
which finishes the proof. d

Remark 2.3.7. Since dom A* endowed with the graph inner product of A* is
isomorphic to A* as subspace of X x X. Hence, by Lemma 2.3.6 we can also
decompose A* into

AT =Ag A |ran(A—1)L @ A" |1ran(A-&-1)L7
where the orthogonal sum is in X x X.

Lemma 2.3.8. Let A be a densely defined, closed skew-symmetric operator on
a Hilbert space X. Then

<f,g>A*:i<<[A{f],[A€gD> for e domA®,g e ran(A — (£1))*

Proof. Let f € dom A* and g € ran(A — (41))+. Note that ran(A4 — (£1))+ =
ker(A* — (£1)). Therefore, we have g = £A*g and

<f7 g>A* = <fa g>X + <A*fa A*g>X = :l:<fa A*g>X + <A*fvg>X

(L] L)) :
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Definition 2.3.9. Let A be a linear relation on a Hilbert space. Then we define
the Cayley transform of A by

C(A) = mar(A) = { [_i:z] ‘ m = A}7 where M = % E _11} .

Remark 2.3.10.
e Note that the factor % is only for cosmetic reason as 743 = Ty for a # 0.

e Note that the Cayley transform comes from the Mébius tranformation

z+1
¢M(2):;»

which maps the imaginary axis on the unit circle ring! and the left half
plane on the interior of the unit circle?. Therefore, it will not come as a
surprise that the Cayley transform of a skew-adjoint operator is a unitary
operator and the Cayley transform of a dissipative linear relation is a
contractive operator.

e The inverse Cayley transform is given by

This can be easily seen by M? =1 and Lemma 2.1.8.

e If A is an operator then we can write the Cayley transform as
C(A)=(A+1)(A-1)"".
If additionally 1 ¢ 0,(A), then C(A) is an operator.

Definition 2.3.11. We say a linear relation A between two Banach spaces X
and Y is contractive, if

T
Flea = iy <l

Note that every contractive linear relation A satisfies mul A = {0}, or in
other words A is an operator. This can be easily seen by

[2] ed = [yl<o.

Lemma 2.3.12. Let A be a dissipative linear relation on a Hilbert space. Then
its Cayley transform is a contractive operator. Conversely, the Cayley transform
of a contractive operator K is a dissipative linear relation.

Loften denoted by T
2often denoted by D
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Note that a contractive operator does not have to be everywhere defined.

Proof. By definition, for [}] € C(A) there exits [y ] € A such that
u|l _ |—rx+y
v| | x+y

lull® = lz]I* + llyll* — 2Re(z, )
[v]1* = llz* + Ily]I* + 2 Re(z, y).

So we have

Since A is dissipative, this implies ||v|| < |Ju||. Consequently C(A) is a contractive
linear relation, which is automatically an operator.

By definition,
T ||+ Kz
bex -

- ([
Hence, for [%] € C(K) we have

z+y xedomK}

Re(v,u) = Re(z+ Kz, —z+Kz) = —||z||>+||Kz|*+Re((z, Kz) — (Kz,z)) <0,

=0

because K is contractive. This gives the dissipativity of C(K). a

Lemma 2.3.13. Let K be a linear relation on a Hilbert space with mul K = {0}
(single-valued). Then

ker [1+ K 1-K|=C(K).
Proof. Let [¢] € ker [1+ K 1— K]|. Then
(K+1)a= (K —1)b.
Subtracting Kb and b on both sides gives
K(a—b)+ (a—b) = —2b,
which implies [*}] € (K + 1). Moreover
(K-1)(a—b)=Ka—a— (K —-1)b= —2aq,

——
=(K+1)a

which implies [@EZ)} € (K —1)~%. Hence, [ 37] € (K 4+ 1)(X — 1)~ and by
linearity [7] € (K +1)(K —1)7! = C(K).

For the reverse inclusion note

s (P11 AR A (R

z+y

T € domK}.
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Therefore, if [§] € C(K), then

[1-K 1+K] M “[1-K 1+K] [(”K)} r=0,
which proves the assertion. a

Theorem 2.3.14. The Cayley transform of a maximal dissipative linear relation
is an everywhere defined contractive operator and conversely the Cayley transform
of an everywhere defined contractive operator is a mazximal dissipative linear
relation.

We could also say “maximal contractive operator” instead of “everywhere
defined”. In this notation the Cayley transform preserves maximality.

Proof. We only have to check whether the Cayley transform of these linear
relations are everywhere defined and maximal, respectively, as we have already
shown in Lemma 2.3.12, that the Cayley transformation maps dissipative linear
relations on contractive linear relations and vice versa.

If A is a maximal dissipative linear relation, then by Lemma 2.3.3 ran(A—1) =
X and therefore domC(A) = X.

If K is a everywhere defined contractive operator, then C(K) is dissipative. If
C(K) would not be maximal dissipative, then it would have a proper dissipative
extension A. The Cayley transform of A would be a proper contractive extension
of K, which is impossible as K is already everywhere defined. d

Corollary 2.3.15. A linear relation A on a Hilbert space X is maximal dissi-
pative, if and only if there exists an everywhere defined K contractive operator
on X (dom K = X ) such that
A=ker[I+K I-K]. (2.4)
We can even say C(A) = K and C(K) = A.

Proof. This immediately follows from Theorem 2.3.14 and Lemma 2.3.13. U

Remark 2.3.16. There is also a slightly different characterization of maximal
dissipative operators, given by

A=ker[I-K 1+K].

This gives the inverse linear relation of the linear relation in (2.4) (the inverse
of a dissipative linear relation is again dissipative). This becomes even more
obvious, if we notice that —K is also contractive.
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2.4 Boundary Triples

Boundary triples were investigated primarily to determine self-adjoint extensions
of symmetric operators. We will use them to find dissipative extensions of
skew-symmetric operators. We will make a slight modification on the standard
definition, which allows us to work with a complete dual pair as boundary space
instead of a Hilbert space.

Boundary triples are studied extensively in [18].

Definition 2.4.1. Let Ay be a densely defined, skew-symmetric, and closed
operator on a Hilbert space X. By a boundary triple for Aj we mean a triple
((B4,B_), By, Bs) consisting of a complete dual pair (B4, B_), and two linear
operators By: dom A — B4 and By: dom Af — B_ such that

(i) the mapping B = [gﬂ: dom A — By x B_, z — [g;i] is surjective,

and

(ii) for x,y € dom A there holds

(Apz,y) x + (x, Agy) x = (Brz, Boy)s, 5. + (Bax, Biy)s_ .. (2.5)

In order to avoid too much notation we will assume that the boundary
space is a reflexive Banach space and we regard the complete dual pair (B, B’)
instead of (B4, B_) and denote the boundary triple as (B, By, Bz) instead of
((B,B), By, Bs), which represents the setting of complete dual pairs.

When we say (B, By, By) is a boundary triple for A, we implicitly assume
that Ag is densely defined, closed and skew-symmetric. Clearly, if Ag is densely
defined and skew-symmetric, we can always regard Ag instead to have a closed
operator.

Note that if B is a Hilbert space and By maps also into B, then we can
replace the dual pairing in (2.5) by the inner product in B. If B is a Hilbert
space, this can always be forced, since we can replace By by WBs, where W is the
natural isomorphism between B’ and B. Nevertheless, we will allow this nuance.

Alternatively we can write (2.5) as

(e L), a3, .

Since dom A{ equipped with the graph inner product of Af is isomorphic to
Aj as subspace of X x X, we can also regard By and By as mapping defined on
Aj instead of dom AF. In fact, by this approach we could generalize boundary
triples for linear relations, as done in [7]. However, also for our usage this can
sometimes simplify some arguments. In [7] they present an even weaker concept
of boundary triples: so called quasi boundary triple.

Definition 2.4.2. Let (B, By, B2) be a boundary triple for Aj. Then we define

B' AS — B, 5. Aé — B/, B AE — BXB/,
! [Zgj] = lea 2 [5} = BQQ:? [5] = [gﬂl‘
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The only difference between Bl and Bj is that Bl is defined on the operator
Aj, where we regard Af as subspace of X x X, and Bj is defined on dom Aj. If
we introduce 71: X x X — X, [71] — 1 the projection on the first component,
then we have the relation

Bi[y] = Bim[y].

On the other hand, since Aj is an operator (well-defined), we can also find an
embedding ¢ from dom Af onto Af. Therefore, we have Bix = Byur. Accordingly,
we have the same for By and B.

If we would fully commit to linear relations, we could write (2.5) even more
compactly, as

<<fag>>X><X = <<Bf?Bg»B><B’ for all f7g € AS

In [7] this notation is used.

Remark 2.4.3. Let A be a densely defined, closed, and symmetric operator.
Then iA is a densely defined, closed, and skew-symmetric operator. If there is
a boundary triple (B, By, Bs) for (i4)*, then we have the following adaption
of (2.5)

(A*z,y) — (x, A"y) = (iB1z, Boy) — (Bax,iByy).

Hence, (B,iB1, Bz) is a boundary triple for A* in the notion of symmetric
operators.

One could wonder why we introduced a boundary triple for the adjoint of a
skew-symmetric operator instead of replacing Af just with any operator A in
Definition 2.4.1. One could think that these properties already imply that A*
is given by the restriction of —A to ker By Nker By and A is the adjoint of a
skew-symmetric operator anyway, but this is not necessarily true as we will see
later in Example 2.4.6.

Example 2.4.4. Let X = L%(0,1)? and

0 4
Ag=— [d ‘ﬂ with  dom Ay = Hj(0,1) x H3(0,1).
dg

Then the adjoint of this operator is given by

0o 4
Af = 4 %&] with dom Aj = Hl(O7 1) x H1(07 1).
d¢
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For smooth functions we have by the integration by parts formula

i s s = (8] Bl L5 1)

1 1 1
:/0 (f§91+f{92+f19§+f29l1)d€:f291‘ +f192’0
= f2(1)g1(1) — £2(0)g1(0) + f1(1)g2(1) — )g2(0)

f1(0
(L o] - (] (]
Baf Big By f Bag

Defining By f = Higé;] and By f == {_fﬁ%)} yields (by continuous extension)

(Ao, 9) + {f, Aog) = (B1f, Bag) + (Baf, B1g). (2.6)

The mapping [g; } : dom Ay — K2 xK? is surjective (this can be seen by choosing
f1 and fo to be linear interpolations). Hence, (K2, By, By) is a boundary triple
for A§.

The operator Ay can be recovered by restricting —Af to ker By Nker By as
the next lemma will show. However, if Aj satisfied item (i) and item (ii) but
wasn’t the adjoint of a skew-symmetric operator, then the next lemma would
not hold as Example 2.4.6 demonstrates.

Lemma 2.4.5. Let Ay be a densely defined, skew-symmetric, and closed operator
on a Hilbert space X and (B, B, Ba) be a boundary triple for A§. Then

Ay = —A§

|ker Binker 32 ker B*

In other words dom Ag = ker B; Nker By = ker B.

Proof. Let x € ker ByNker By and y € dom A§. Then the right-hand-side of (2.5)
is 0. Hence,

(x, AJy)x = (—Ajx,y)x for all y € dom Aj.

This yields (z, —Ajz) € AS* = Ap. Hence, A*|ker Birker B, = A0

On the other hand if z € dom Ay, then Ajz = —Apx and consequently

(Aor, y)x + (z, Agy)x = (==, Agy)x + (z, Agy)x = 0.
—

:—Aow

Therefore, the right-hand-side of (2.5) is 0 which can be written as

<<[g;] x, [g;] y»BxB, =0 forall yedomAj.



32 CHAPTER 2. LINEAR RELATIONS

Since [g;] is surjective on B x B’, we have

le
BQ,’E

:| J_«’» B x B/,

which implies € ker ByNker By = ker B (because (-, -)) is non-degenerated). Q

The next example shows that it is possible to have item (i) and item (ii) of
a “boundary triple” for an operator A (replacing A} with A in Definition 2.4.1)
without A being the adjoint of a skew-symmetric operator. Moreover, it shows
that in this situation Lemma 2.4.5 does not hold. This demonstrates the
importance of A being the adjoint of a skew-symmetric operator in the definition.

Example 2.4.6. Let Ay be the operator on L?(0,1)? from Example 2.4.4.
Then we have a boundary triple (K2, By, By) for A%, where By f := [jﬁl(l)} and

0)
Baf = 5o )

We define A as the restriction of Aj on H},,_,(0,1) x H}

{1}=0 {01={13(0,1), where

Hiy—o(0,1) = {f € H'(0,1)| £(1) = 0},
and  Hg_1,(0,1) = {f € H'(0,1) | £(0) = f(1)}.

Therefore, we can reformulate (2.6) for f,g € dom A:

(Af.9) +(f, Ag) = (B1f, B2g) + (B2f, Big) = —f1(0)92(0) + f2(0)(—91(0)).

By defining Fy f := —f1(0) and Fyf = f2(0) we again have that [%] : domA —
K x K is surjective. However A is not the adjoint of a skew-symmetric operator.
If it were, then (K, Fy, F5) would be a boundary triple for A and

AT = _A|ker FiNker Fy = _A3|H(1)(0,1)2 = AO'

This would imply A = A** = A%, which is certainly not true.

In fact, with the boundary triple for Aj we can apply Corollary 2.4.11, which
will give us that the adjoint of A is _AS|H}o}:(l}(Ovl)XH%o}:o(Ovl).
Lemma 2.4.7. Let (B, By, Bs) be a boundary triple for Af. We endow dom Aj
with the graph inner product of Af. Then the following statements are true

(i) B: A5 — B x B’ is bounded.
(ii) B: dom Ay — B x B’ is bounded (w.r.t. to the graph norm,).

(iit) B restricted to A3|(mn(A71)) )L 8 bijective, bounded and bound-

LGBAS (ran(A+1
edly invertible.

(iv) B restricted to (ran(A — 1))+ @4x (ran(A 4 1))+ is bijective, bounded and
boundedly invertible.
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Clearly, this also implies that Bl, Bg and B;, By are bounded.
Proof. Recall that we can decompose dom Aj by Lemma 2.3.6 into
dom A} = dom Ay ® - ran(A — 1)* @4+ ran(A + 1)+

By Lemma 2.4.5 dom Ag = ker B, which implies that B restricted to ran(A —
1) @a-ran(A + 1)+ is bijective. Hence, it is enough to show item (iv).

We will show that B|ran(AU 1)L @ran(Ag+1)L
ping theorem this also implies that B|r

is bounded. By the open map-
is bounded. For

ran(Ap—1)t@ran(Ag+1)-+ by B.

Let ([o]),,en be a sequence in ranB| n(A-1)r S B x B’ that converges to
[¥]in B x B'. Then we define z,, :== B~ [v:] and x == B~'[“], which gives the
sequence (T, )nen in tan(Ag —1)+. We can uniquely and orthogonally decompose
z into = 2+ + 27, where 2% € ran(4y — (£1))*. By Lemma 2.3.8

an(Ap—1)L@ran(Ag+1)+
notational simplicity we will replace B|

2
A*

[z, — ]

= (zp — — o) ar — (0 — 2,27 ) az

[l
<<ﬁ
<<

2.7)

as [ "] is bounded and converges to [%]. Hence, x,, converges to z ( Az)

and x € ran(AO —1)%, by the closedness of ran(Ag — 1)*. Moreover, Bx = [%] €
ranB’ Ly which implies that ranB‘ " is closed. Equation (2.7)

ran(Ap—1
Analogously, we can show that

ran

also 1mphes the continuity of B |
-1

ran(Ag—1)+"

. is continuous. Since B is bijective from ran(Ag — 1)+ @45 ran(Ag +

ran(Ap+1)
1)+ to B x B', we have B x B/ = ranB‘ran(AO m —|—ranB’ran +1)l’ which is
a decomposition of closed subspaces. Hence, the continuity of B’ran Ao—1)L and
! | implies the continuity of B. a

ran(Ap+1)

Remark 2.4.8. B x B’ with {-,-)gxs’ is a Krein space. Its fundamental decompo-
sition is given by Bran(Ap— 1)+ and Bran(Ag+1)*. The Krein space topology
and the norm topology of B x B’ coincide. Hence, we can endow B x B’ with an
inner product such that it is a Hilbert space. Consequently, there is an inner
product on B whose induced norm is equivalent to its original norm. Therefore,
we do not restrict ourselves, if we ask B to be a Hilbert space in Definition 2.4.1
from the beginning.
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Definition 2.4.9. Let Ay be a skew-symmetric operator and (B, By, Bs) a
boundary triple for Aj. Then for a linear relation © between B and B’ (© C
B x B') we define

Ao = {m €A

So Apg is the restriction of A§ to dom Ag = {z € dom A} [g; |z} IfO
is even an operator on B, then dom Ag = ker(Bs — ©By). If ©~! is an operator,
then dom Ag = ker(B; — ©~!By).

On the other hand if we have —A4y C A C Ajj, then we can construct a linear
relation ©(A) such that Ag4) = A, by

By _ pHet
B co) a0

B B

O(A) = {Bg] dom A = [B ] A= BA.

2

Hence, every operator A that satisfies —Ag C A C Aj is given by Ag for some
linear relation © (for © = BA).

Proposition 2.4.10. Let Ay be a closed and skew-symmetric operator on a
Hilbert space X, (B, By, Bs2) a boundary triple for Ay and © a linear relation
between B and B'. Then

(i) Ao = Ag,

(ii) Ay =—A_e-,

(i) Ae is (mazimal) dissipative/accretive, if and only if © is (mazimal) dissi-
pative/accretive.

In particular, Ag is skew-adjoint, if and only if, © is skew-adjoint.
Proof.

(i) Since B is bounded and boundedly invertible, we have

Ao =B-'0@=B7'0 = Ag.

(ii) Note that by —Ag C Ag C A, the adjoint of Ag is contained in —Aj.
Moreover, by assumption we have

iR ML 2 ) M

for all [3],[%] € Af. Hence, by Remark 2.2.5

s o sffer o feren
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(iii) Note that dissipativity of a linear relation R between Y and Y’ can be
characterized by ([y], [y])y <y < 0 for all [§] € R. Hence, again by (2.8)
we conclude the assertion. a

The next corollary is same result in a different notation, as it is presented
in [28].

Corollary 2.4.11. Let Ay be a skew-symmetric operator and (B, B1, Bs) be
a boundary triple for Aj. Consider the restriction A of Aj to a subspace D

Bl} D. Then

containing ker By Nker By. Define a subspace of B x B' by © = [B
2

the following claims are true:

(i) The domain of A can be written as

domA=D= {de dom Aj

By
Bace).
(ii) The operator closure of A is A} restricted to

[gj Je @},

where © is the closure in B%. Therefore, A is closed, if and only if © is
closed.

D= {d € dom A},

(iil) The adjoint A* is the restriction of —A} to D', where

Be<l o)

——O*

D = {d’ € dom A;

(iv) The operator A is (mazimal) dissipative if and only if © is a (maximal)
dissipative relation. It also holds that A is (mazimal) accretive, if and only
if © is (mazimal) accretive.

2.5 Strongly Continuous Semigroups

We will be very minimalistic in this section and only introduce really necessary
results. However, there is a lot more to say about strongly continuous semigroups.
We refer to [15] for a detailed introduction.

Let A be a n x n matrix and z¢o € C" any initial vector. Then we regard the
following differential equation (Cauchy problem)

z(t) = Ax(t), t€[0,+00)

x(0) = xo.
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The solution of this equation is given by z(t) = e*“x. The exponential function

is not only defined for matrices, but also for bounded linear mappings on a
Banach space. Hence, this approach to solve differential equations can easily
extended to so called abstract Cauchy problems: Let X be a Banach space, A
be a bounded linear mapping and xzg € X. Find a function z: [0, 400) — X
such that

z(t) = Az(t), t€[0,+00)

2(0) = xo. (2.9)

Again the solution is given by x(t) = e x.

However, we want to go even further and want to solve this abstract Cauchy
problem for unbounded operators. For unbounded operators the exponential
function is harder to define or not even possible, but if A satisfies a few conditions
we can find something that carries the essence to solve the abstract Cauchy
problem.

Definition 2.5.1. Let X be a Banach space and T': [0,4+00) — L,(X). We say
T is a strongly continuous semigroup or Cqo-semigroup, if

o T(0) =1,
o T(t+s)=T()T(s) for all t,s € [0, +0c0),
e and t — T(t)z is continuous for every x € X i.e., T is strongly continuous.

Note that it is actually enough to ask for T is strongly continuous in 0, as
T(t+ s) = T(t)T(s) then already implies that T is strongly continuous in every
t € [0,+00).

By the properties of the exponential function we can see that T'(t) := ‘4,
for A € £,(X), is a Cy-semigroup.

Definition 2.5.2. Let T be a strongly continuous semigroup on a Banach space
X. We define its infinitesimal generator by

Azz{m eXxX’y:hmT(t)x_x}.

t—0 t

Note that the infinitesimal generator A is an operator (mul A = {0}), since
limits in Hausdorff spaces are unique. So for x € dom A we can also write

g — Jim L2~
t—0 t

Lemma 2.5.3. Let T be a strongly continuous semigroup. Then there exists an
M >1 and an w € R such that

T ()| < Me*“*  for all t € [0,+0c0).
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Proof. First we will show that there is an € > 0 such that ||7'(¢)|| is uniformly
bounded for ¢ € [0, ¢]:
Let us assume that this is not true. Then for each n € N there exists a
ty, € [0, 2] such that
IT(ta) ] = . (2.10)

Since (tn)nen converges to 0 and T is strongly continuous we have T'(t,)z — =
for all z € X. Consequently, the set {T'(t, )z |n € N} is bounded in X for every
z € X. The principle of uniform boundedness implies that the set {T'(¢,,) | n € N}
is bounded in £1,(X), which contraticts (2.10). Thus there exists an € > 0 such
that || T(t)]] < M on [0, €.

We can write every t = ne 4+ 6, where § < € and n € N (n = [£]). This leads
to

IT(1)] = IT(ne + 8)]| = IT("T ()| < M"M < MM? = Met 0N,
Defining w as < In(M) finishes the proof. a

Lemma 2.5.4. Let T be a strongly continuous semigroup, A its infinitesimal
generator and x € dom A. Then

d

I (T(t)x) = T(t)Azx = AT (t)z.

Proof. Note that for fixed ¢ the operator T'(¢) is continuous. Therefore,

lim T+ s)x—T(t)z ~ lim THT(s)x —T(t)x

s—0+ S s—0+ S

T _
— 1) tim TEITZT A
s—0+ S
On the other hand, we have to check the limit from the left hand side, which we
can rewrite as a right hand side limit

lim T+ s)z—T(t)x ~ lim Ttz —T(t— s)m

s—0— S s—0+ S

Hence, we have to check whether the limit agrees with T'(¢)Axz. Note that
T(t) < Me“! (by Lemma 2.5.3) and that 7' is strongly continuous:

HT(t - s)% —T(t) Az
< HT(t T A T - 8)Ax — T() Aa
< Me(t=9) ‘T(S)SH” — Az| +||T(t — 5) Az — T(t) Az .

—0
—0
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Hence, £7(t)z = T(t)Az and T'(t)z € dom A. Therefore,
lim T(t+s)x—T(t)x — lim T(s)T(t)x — T(t)x AT (t)a
s—0+ S s—0+ S

For the limit from left hand side we obtain the same since we have already shown
that the limits agree. a

Now let T" be a strongly continuous semigroup, A its infinitesimal generator
and zg € dom A. Then the abstract Cauchy problem

z(t) = Az(t), t€]0,+00),

z(0) = zo,
is solved by z(t) .= T'(t)xo, as

d

i(t) = &(T(t)xo) = AT (t)xo = Ax(t)
and x(0) = T(0)xg = zo. It can even be shown that this is the only solution,
see [15, ch. II prop. 6.2].

Therefore, it is natural to ask when a linear operator A is an infinitesimal
generator of a strongly continuous semigroup.

We can even extend the solution term for initial conditions that are not in

dom A.

Definition 2.5.5. We say a function z: [0, +00) — X is a mild solution of an
abstract Cauchy problem (2.9), where A is an unbounded operator on X, if

where we implicitly demand that fot z(s)ds € dom A.

Every mild solution is given by z(-) = T(-)zo for g € X, if A is the
infinitesimal generator of T'(-).

Since we are only interested in solutions that respect certain physical con-
servation laws, we restrict ourselves to semigroups that produce non-increasing
solutions w.r.t. the norm (in our applications the norm will represent the energy).

Definition 2.5.6. We say a strongly continuous semigroup T is a contraction
semigroup, if [|[T(t)]] <1 for all ¢ € [0, 4+00).

Note that our definition of dissipativity only matches the standard definition
in literature for Hilbert spaces.

Theorem 2.5.7 (Lumer-Phillips Theorem). Let A be a linear operator on a
Hilbert space X. Then A is the infinitesimal generator of a contraction semigroup
T, if and only if A is dissipative and ran(A —1) = X.
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Note that A is dissipative and ran(A —I) = X is equivalent to A is maximal
dissipative (in the Hilbert space case).

Proof. For the proof we refer to [15, ch. II, th. 3.15] a

Corollary 2.5.8. Let A be a closed and densely defined linear operator on a
Hilbert space X. Then A is the infinitesimal generator of a contraction semigroup
T, if and only if A and A* are dissipative.

Proof. For the proof we refer to [15, ch. II, cor. 3.17]. a
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Chapter 3

Port-Hamiltonian Systems

The port-Hamiltonian formulation has proven to be a powerful tool for the
modeling and control of complex multiphysics systems. Port-Hamiltonian systems
encode the underlying physical principles such as conservation laws directly
into the structure of the system structure. An introductory overview can be
found in [59]. This theory originates from B. M. Maschke and A. van der
Schaft [36]. For finite-dimensional systems there is by now a well-established
theory [58, 14, 13]. The port-Hamiltonian approach has been further extended to
the infinite-dimensional situation, see e.g. [60, 30, 32, 26, 67, 61, 25, 28]. In [28]
the authors showed that the port-Hamiltonian formulation of the wave equation
in n spatial dimensions possess unique mild and classical solutions. We want
to develop a port-Hamiltonian framework in n spatial dimension that provides
existence and uniqueness of solutions.

In this chapter we will give a precise definition of what we understand under
a linear first order port-Hamiltonian system. We aim to lift the theory of infinite
dimensional port-Hamiltonian systems in one spatial variable, that is presented
in the book of Jacob and Zwart [25] and Ph.D. thesis of Villegas [61], to n spatial
variables—at least in some aspects. Although Dirac structures play an important
role in most of the previous references, we choose a semigroup approach as in [25].
In the Ph.D. thesis [61] there is even one chapter dedicated to port-Hamiltonian
systems in n spatial variables. We will adopt the system equation:

0 "0
ot £ 0G; 0
x(07C) = To C)7 C € Q7

where P; are symmetric matrices, Py is a skew-symmetric matrix and H is the
matrix-valued Hamiltonian density. The details are given in Definition 3.2.1.
However, the theory in [61] is limited, e.g. it can not handle Maxwell’s equations
as it requires that the boundary operators establish a Gelfand triple. We will
see that the boundary operators of Maxwell’s equations cannot be extended to
operators that map into L2(992) in Example 5.1.8. We will overcome these limits

41
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by, among others, introducing quasi Gelfand triples in Chapter 4.
We will associate “natural” boundary operators to this PDE, which can be
used to control and observe the system

u(t, ¢) = BOH(Q)x(t,¢), CedNt=>0,
y(t,¢) = C(OH(Q)x(t, ), (et =0.

However, for now we restrict ourselves to the case of no input (u = 0), which
essentially gives a boundary condition. We will later see that answering the
question of existence and uniqueness of solutions for no input will be crucial
also for non-zero input. We will also ignore the output function y for now as we
focus on existence and uniqueness of solutions of the inner dynamic. We will
regard the entire system (with input and output) in Chapter 6.

3.1 Differential Operators

Before we start analyzing port-Hamiltonian systems we will make some obser-
vations about the differential operators that will appear in the PDE. In this
section we take care of all the technical details of these differential operators.
Since it doesn’t really make a difference whether we use the scalar field R or C
we will use K € {R,C} for the scalar field. The following assumption will be
made for the rest of this chapter.

Assumption 3.1.1. Let my,ma,n € N, Q C R" be open with a bounded Lip-
schitz boundary, and L = (L;)?_, such that L, € K™ *™2 for all ¢ € {1,...,n}.
Corresponding to L we also have L™ := (LH)™_ where L denotes the complex
conjugated transposed (Hermitian transposed) matrix.

By bounded Lipschitz boundary we mean that the surface measure of the
boundary is finite. Hence, we can also regard the exterior of a domain. Moreover,
Q) = R" is also allowed as the boundary of R™ is empty.

Moreover, we will write D(R")‘Q for {f|,|f € DR™)}. We will use

0; as a short notation for %. We denote the boundary trace operator by

yo: HL(Q, X) — L2(09, X) for a Banach space X.
Definition 3.1.2. Let L be as in Assumption 3.1.1. Then we define

La = Z@lLl and Lgl = (LH)a = Z&Lf’
i=1 i=1

as operators from D’'(2)™2 to D’'(2)™* and from D’'(2)™ to D’'(2)™2, respec-
tively. Furthermore, we define the space

H(Ly, Q) = {f € L>(Q,K™) | Lo f € L>(Q,K™)}.
This space is endowed with the inner product

([ 9H(10.0) = ([, 9)2(.xm2) + (Lo f, Log)L2(o,xm1)-
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The space Ho(Lg, ) is defined as (Q)m2”'”H<La’Q), the closure of D(2)™2 in
H(Ls, ). We denote the outward pointing normalized normal vector on 92 by
v and its i-th component by v;. Moreover, we define

< C L2(09,K™2) = L2099, K™),
LV._Z;WLZ"{ [ Y vilif,

and L} = (LM),.

The operator Ly can also be regarded as a linear unbounded operator from
L2(Q,K™2) to L2(,K™) with domain H(Lp, ). In fact this is what we will
do most of the time. The same goes for L} with domain H(L}, Q). Since
v € L>®(09Q,R™) the mappings L, and L!! are well-defined and bounded.

For convenience we will write H! ()% instead of H*(Q, K¥) and L2(Q)* instead
of L2(Q,KF) for k € N.

Clearly, D(R")"”’Q C HY(Q)™2 C H(Lp, Q) and D(R")m1|Q C HY Q)™ C
H(LY, ).

Example 3.1.3. Let us regard the following matrices
Ly=[1 0 0], Ly=[0 1 0], and Ly=[0 0 1].

Then we obtain the corresponding differential operators
Ly = [31 0o 53} =div and Lg = |[02| = grad.

The corresponding operator L, that acts on L?(99) can be written as an inner
product
h
Lf=[n v: v]|f|=v-[
fs

Clearly, the previous example can be extended to any finite dimension.

Example 3.1.4. The following matrices will construct the rotation operator.

0 0 O 0 0 1 0 -1 0
Ly=10 0 -1, Ly=|0 0 0|, and Lg3= (1 0 O
01 0 -1 0 0 0 0 0
In this example we have L' = —L;. Furthermore, the corresponding differential
operator is
0 =03 O

Ly=| 05 0 -0 =rot=—L}.
—9y & 0
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The corresponding operator I, that acts on L2(9€2) can be written as a vector
cross product

0 —V3 V3 fi
Lyf = 123 0 —U1 f2 =V X f
—vy 0 f3

The previous two examples give us a definition of the spaces H(rot, ),
H(div, Q) and H(grad, 2) by the corresponding L and H(Ly,2). These definition
matches the standard definition in literature. It is easy to see that H(grad, Q) =
HL(Q).

Lemma 3.1.5. The operator Ly with dom Ly = H(Lp, ) is a closed opera-
tor from L2(2)™2 to L2(Q)™ and H(Ly,QY) endowed with the inner product
(s )H(Lo,0) is a Hilbert space.

Note that for f € D'(2)™2 and ¢ € D(2)™* we have

n

<L8f7 ¢>D’(Q)m1 ,D(Q)m1 = Z(&Lif, ¢>D/(Q)m1 D(Q)™
i=1

= Z<f, —0; L} d)pr (yme p(ayma = (f, — L5 &) pr () ma Dy ma -
=1

Proof. Let ([Lgkfk ])k N be a sequence in Ly that converges to a point [ﬂ €
€
L2(Q)™2 x L2(2)™. For an arbitrary ¢ € D(2)™ we have

(9, D) pr()m1 Dym = (Lo frs @) pr(2)m1 D(ym

lim
k—o00
= kli_{go<fk7 —LY &) pr(aymi Dy
= (f,—L§é)pr()ym2 p()me
= (Lo f, &) ()m1 D)1 5

which implies g = Lp f. Since ¢ is also in L2(Q)™, we conclude that Ly is closed.
Hence, dom Ly = H(Ly, Q) endowed with the graph norm of Ly, which is induced
by (-, )H(Ls,0), is a Hilbert space. a

Lemma 3.1.6. The adjoint of Ly with dom Ly = H(Ly,?) (as an unbounded

operator/linear relation from L2(Q)™2 to L2(Q)™ ) is given by Lig = —Lbg for

g €domL; CH(LY,Q), ie., [ C —LY.

Proof. For an arbitrary g € dom L3 and an arbitrary ¢ € D(2)™ we have
(Lg,¢)pr.p = (L3g, 8)1> = (g, Lod)12 = (9, Lo®) D> = (—Lb'g, )pr D

Therefore, Ljg = —L}'g and L}g € L?(2)™2 implies Li'g € L?(2)™2. Conse-
quently, dom L C H(L}!, Q). a
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Remark 3.1.7. If L contains only Hermitian matrices (L = L;), then L} = Ly
and L is skew-symmetric by the previous lemma.

The next result is an integration by parts version for Ly. This will be helpful to
construct a boundary triple for the differential operator in the port-Hamiltonian
PDE.

Lemma 3.1.8. Let f € HY(Q)™ and g € HY(Q)™. Then we have
(Lof, g)12(ym + (f, LY g)12yms = (Lo f, 109) 1200y (3.1)
= (vof, L'109)12(00)ms -

Proof. Let f € D(R™)™2 ‘Q and g € D(R™)™ ‘s By the definition of Ly and LY,
and the linearity of the scalar product we can write the left-hand-side of (3.1) as

/ZaLﬁ (f,0:L}g) d\ = /ZaLf, (Lif,;g) A\

where A denotes the Lebesgue measure. By the product rule for derivatives and
GauB’s theorem (divergence theorem, Theorem 1.2.8) this is equal to

/Q12_;81'(L1'JC79>(17\:/BQ;;m%(Lif,g)du:/(9Q<1,V70fﬁog>du7

where p denotes the surface measure of 9. By density we can extend this
equality for f € H1(Q)™2 and g € H}(Q)™. a

Note that Gauf’s theorem (Theorem 1.2.8) cannot be extended to H!(Q)" for
an unbounded 2 as we have already remarked (see [57, Re. 13.7.4]). However,
in (3.1) the dependencies on f and g are continuous w.r.t. the norm of H!(2).

Corollary 3.1.9. Let f € HY(Q)™2 and g € HY(Q)™. Then we have

)<Lu70f7 Yoghzoym | < 1 flInczo,o) 19y 0)-

Proof. Lemma 3.1.8, the triangle inequality and the Cauchy Schwarz inequality
yield

(Lo f, v09) 200y | < [{Lof, g)zym | + | (f, LY 9z yme |

< Lo fllzym lglliz@yms + 1 f lizyme 115 gl () me
< IZo 2 + 1712 gl + 1LY g1
= [fllnczo. o lgllczy - u

Note that {2 = R" satisfies the assumptions in Assumption 3.1.1. Hence, all
the previous results hold true for @ = R™ (and also the following).

Our next goal is to show that D(]R”)"ﬂQ is dense in H(Ly,); see Theo-
rem 3.1.18. In order to achieve this we will present some regularization and
continuity results. In particular the density is needed to extend the integration
by parts formula (Lemma 3.1.8) for f € H(Ly, ) and g € H(L}, Q).
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Lemma 3.1.10. The mapping ¢: H(Ly,R™) — H(Ls, ), f — f|Q is well-defined
and continuous for any open set Q C R™. In particular, La(f|Q) = (Laf)|Q.
Moreover, if fr, = f in H(Ls,R™), then fi — f in H(Lp, Q).

Hence, we can always regard an f € H(Lp,R™) as an element of H(Lp,2),
especially when supp f C € — then it is also possible to recover f from f |Q.

Proof. If f € H(Lp,R™), then f € L(R")™2 and Lpf € L>(R™)™ . Hence, it

is easy to see that [|f|g[l2) < [Ifllz@n) and [[(Lof)]glliz) < Lo flliz(en).-
Note that D(2) C D(R"), and that for g € L>(R") and ¢ € D(2)

<g’¢>'D’(R”),D(R“) = <g7¢>L2(Rn) = <g Q’¢>L2(Q) = <g|f2’¢>D’(Q),D(Q).

Hence, for f € H(Lp,R™) and ¢ € D(Q) we have
H H
<L6(f|9)7 ¢>’D’(Q),D(Q) = <f’97 —Ly ¢>D/(Q>,D(Q) = (£, =Ly o)pr(n) D@n)
= (Laf, ®)p (), D(R")
= ((Laf)

which implies La(f’Q) = (Laf)‘Q in D'(). Since the latter is in L%(£2), we
conclude f|Q € H(Lp,?). Consequently, ¢ is well-defined and ||of||n(z,,0) <
IlflH(zsmny by the norm estimates from the beginning. Since ¢ is linear this
implies the continuity of ¢ and in turn the last assertion of the lemma. a

Q ¢>D/(Q),D(Q)’

Lemma 3.1.11. Let D,: L2(R")* — L%(R")* be the mapping defined by

(Dnf)(C) = f(nC),

where n € (0,+00) and k € N. Then D,, converges in the strong operator topology
tol forn— 1.

Proof. For ¢ € D(R™)* we will show that 1+ D,¢ from (0, +00) to L2(R")¥ is

continuous:

1Dy, ¢ = Dy lZ2 = /Rn l¢(11.€) = & (n2€) [ AA(C)
1

2
=— ¢(ﬂ<) _ ¢(§)H . dA(¢) -0 for mne —m
n3" Jrn K

12

by Lebesgue’s dominated convergence theorem, where A denotes the Lebesgue
measure. For f € L2(R™)¥ there exists a sequence (¢, )men of D(R™)* functions
that converges to f (w.r.t. ||-||Lz). Hence,

1
[1Dyém = Dy fllez = njHaﬁm — [l

and Dy¢,, converges uniformly in n € (e,+00),e > 0 to D, f for m — oo.
Consequently n — D,f is also continuous from (e, +00) to L2(Q)* and in
particular D, f — f for n — 1. a
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Definition 3.1.12. A set O C R" is strongly star-shaped with respect to (y, if for
every ¢ € O the half-open line segment {6(C — (o) + (o |6 € [0,1)} is contained
in O. We call O strongly star-shaped, if there is a (y such that O is strongly
star-shaped with respect to (p.

Note that this is equivalent to
0(0 — (o) + ¢ CO forall 0€]0,1).
Lemma 3.1.13. Let f € H(Ly,R™) and {, € R™. Furthermore, let fo(¢) =
f(5(C = Co) + Co) for 6 € (0,1) and a.e. ¢ € R™. Then fy € H(Ly,R") and
fo — f in H(Lo,R™) as 6 — 1. If there exists a strongly star-shaped set O with
respect to the previous (o such that supp f C O, then supp fo C O for 6 € (0,1).

Proof. Let f € H(Lp,R™) and «(() = %(C — o) + ¢o. Then it is easy to see that
fo = foaand fy € L2(R")™2. By change of variables we have

(Lo(f o @), §)pr(mn), D(R")
=(f,—(Li¢)o a_16n>L2(]R") = <f’ _ZL?@ (¢° a_1$)9n>L2(]R")
i=1
()~ (B 0
_ <%(L3f)oa,¢> .

D’ (Rn),D(R™)

L2 (]Rn)

Therefore, Lofg = 3(Lof)e and fy € H(Ly,R™). We can also write fp as
TgOD%T_COf, where T¢: L2(R™)™2 — L%(R")™2 is the translation mapping
[ f(-+¢&) and D, : L*(R™)™2 — L*(R™)™2 is the mapping from Lemma 3.1.11.
Since T¢ is bounded and D,, converges strongly to I as n — 1, we conclude
fo— finL2(R™)™2 as 0 — 1and Lyfo = 5(Lof)o — Lof in L2(R™)™ as § — 1.
Hence, fo — f in H(Ls, R™).

Let O be strongly star-shaped with respect to ¢y and supp f € O. Then for
6 e (0,1)

supp fo = O(supp f — Co) + o € (0 — o) + ¢ C O. a

Lemma 3.1.14. If f € H(Ly,§2) and ¢ € D(R")|Q, then also ¥ f € H(Lp, Q)
and

Lo(tbf) = vLof + > (b)) Lif.

i=1
Proof. Note that (¢ f, ¢)pr.p = (f,1¢)p p and by the product rule

VL6 = 0,(VLi'9) — (9:0) Li' 9.
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Hence,

(Lo(¥]), 8y D = —(bf, L D) 1 Z(ﬁ L0 D)
=1

=—Z<f, (BL¥6) - (DP) LYo )

D', D

=1

3

=Y (WLidif, $)pr p + () Lif, ) pr

=1

= (WLof.O)p p + (DO Lif. )

i=1

— (ULof + Y @)L f.0)
i=1

D', D

DD

Thus, Lo(¢f) = VLo f + > 1 (9ih) Li f- a

Lemma 3.1.15. For every f € H(Ly, R™) exists a sequence (fi)ren in H(Ly, R™),
whose terms have compact support supp fr C supp f, that converges to [ in

H(Ly, R™).
Proof. Let ¢ € C*°(R™,R) be such that

{1}y, il <1,
P(¢) € 1 [0,1], ifl<]] <2,
{0}, it i<l > 2.

Then f = ¥(3)f € L*(R ”)m2 and fy — f in L2. By Lemma 3.1.14 we
have Lyfi = w(E)Laf + 220 1 (0:0)(5)Lif and therefore f, € H(Lyp,R™).
Since [|0;%]|oo < 00 and ||L;flz < ||Lillll fllLe < oo, we have Ly fi, — Lof as
Y(z)Lof — Lof in L2(R™)™2 and consequently f — f in H(Ly,R™). a

The next result is essentially [9, Proposition 2.5.4, page 69], except that we
allow 2 to be unbounded.

Lemma 3.1.16. For Q C R" (opEn with bounded Lipschitz boundary) there
exists an open covering (O;)F_ of 2 such that O; N2 is bounded and strongly
star-shaped for i € {1,...,k} and O C Q.

Proof. Since 2 has a bounded Lipschitz boundary, there is an open ball B,.(0)
such that 09 C B,(0). Hence, B,-(0) N2 is bounded and open with bounded
Lipschitz boundary and we can apply [9, Proposition 2.5.4, page 69]. This gives
an open covering (0;)¥_; of B,.(0) N and in particular of 99 such that O; N
is strongly star-shaped. We define Oy as B.( \ Ule 0;), where € > 0 is small
enough such that Oy C Q. a
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The next lemma is similar to [12, Lemma 1, page 206], which proves the
result for Ly = rot. The main idea of the proof can be adopted.

Lemma 3.1.17. If f € H(Ly, Q) is such that
(Lo f, )2y + (f, Ly d)i2) =0 for all ¢ € D(R™)™, (3.2)
then f € Ho(Lp, ).

Recall the definition of a positive mollifier: Let p € D(R™). Then we define

pe by pe(¢) = e_”p(%). We say that p. is a positive mollifier, if p(¢) > 0,
fR” p(¢)d¢ =1 and lim._,q p. = do in the sense of distributions, where dy is the
Dirac delta function, i.e., (0o, ¢)p'.p = ¢(0).

In particular, for every f € L2(R™) holds

pexf = | pdQIC=QAC=R S i LARY).

Proof. Let f € H(Ly, ) satisfy (3.2). Then we have to find a sequence (f,)nen
in D(2)™2 that converges to f with respect to ||-|ln(z,,0)-

We define f and ]35‘ as the extension of f and Ly f respectively on R™ such
that these functions are 0 outside of 2. By

<I/EJ/C7¢>D’(]R"),D(]R") = <l/g}a¢>L2(]R") = (Lo f, d)L2(0) @) (f, —L o2 ()

= (f, —LEO)2mny = (f, —L§ &) pr ey D)
= (Lof, ) &n),D(R")
for ¢ € D(R™)™1, we see that .Z/;;f = Lyf and f € H(Ly, R™) with supp f C ﬁ.ﬁ
By Lemma 3.1.16 there is a finite open covering (O;)%_, of Q such that O; N

is bounded and strongly star-shaped for i € {1,...,k} and Oy C 2. We employ
a partition of unity and obtain (a;)¥_,, subordinate to this covering, that is

k
a; € C*(R"™), suppo; C 0;, «;(¢) €[0,1], and Zai(C) =1 for (€.
i=0

Hence, f = E?:o o f and we define f; := o; f. By construction f; € H(Ly, R™)
and supp f; € O; N Q. For i # 0 the set O; N2 is compact.

e For i € {1,...,k} we have O; N Q is strongly star-shaped. Lemma 3.1.13
ensures that supp(f;)e C O, NQ for 8 € (0,1) and (f;)g — f; in H(Ly, R™)
for 6 — 1.

Let p. be a positive mollifier. Then p, * g — ¢ in L2(R™) for an arbitrary
g € L2(R™). Since Ly(pe xh) = pe* Lph, we also have p.xh — h in H(Ly, R™)
for h € H(Ly,R™) and since p. € C*°(R™) we have p. * h € C*°(R™)™=.

For fixed 6 € (0,1) and € sufficiently small, we can say supp pe*(fi)s € O;N.
Hence, by a diagonalization argument we find a sequence (pc, * (fi),)jen in
D(2)™2 converging to f; in H(Lp, R™). Doing this for every i € {1,...,k}
yields sequences (fi j)jen in D(Q)™? converging to f; in H(Ly, R™).
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e For fy we have supp fo € Op C Q and by Lemma 3.1.15 there exists a
sequence (g;)ien in H(Ly, R™) that converges to fy in H(Lg, R™) such that
every g; has compact support in 2. Every g; can be approximated by
pe * g for € = 0 in H(Lp, R™) and if € is sufficiently small supp p * g; C Q.
Hence, p. x g; € D(2)™2. A diagonalization argument establishes a sequence
(fo,j)jen in D(2)™2 that converges to fy in H(Lg, R™).

Consequently, (Zf:(] fi*j)jeN is a sequence in D(Q2)™2 that converges to fin
H(Ls,R™) and by Lemma 3.1.10 also in H(Ly, 2). a
Theorem 3.1.18. D(]R")m2|Q is dense in H(Ly, Q).

Proof. Suppose D(R™)™2 ‘Q is not dense in H(Ly,2). Then there exists a non

zero f € H(Ly, Q) such that

(f, DhLo,) = (Fr9)2 + (Lof, Log)2 =0 forall ge DR™)™| . (3.3)

In particular, for an arbitrary h € D(2)™2 we have
(f,h)ypr D = (f, P12 = —(Lof, Loh)12 = —(Lo f, Loh)p = (L§ Lo f, h) D1 D,

which implies that f = LN Ly f € L2(Q)™2 and fo == Lo f € H(L}, ). Hence we
can rewrite (3.3) as
(LY Lof, g2 + (Lof, Log)iz) =0 for all g€ D(R™)™ |l
— ——
=fo =fo
By Lemma 3.1.17 (switching the roles of Ly and L) we have fy € Ho(LY, ).

Since D(Q)™! is dense in Ho(L}, ), there is a sequence (f,)nen in D(Q2)™
converging to fo with respect to ”'”H(Lg',ﬂ)' The fact f = L Lo f = LY fo implies

(for Fadncey o) = (fos fu)rz + (LY fo, Ly fa)r2 = (Lo f, fa)r2 + (f, L8 fu)12
= <L8f7 fn>D',D - <L8fa fn>D/,D
=0

Since ||f0||a(Lg’Q) = limy, 00 (fo, fu)n(Ly,0) = 0, we have fo = 0, which implies

f =LY fo = 0. Hence, D(R")™2| is dense in H(Ly, Q). a

3.2 Port-Hamiltonian Systems

In this section we will introduce linear first order port-Hamiltonian systems
on multidimensional spatial domains and illustrate the difficulties we want to
overcome.

Definition 3.2.1. Let m € N and P = (F;)!_,, where P; is a Hermitian m x m
matrix. Moreover, let H:  — K™*™ be measurable such that H(¢)H = H(¢)
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and I < H(() < C1 for a.e. ¢ € 2 and some constants ¢, C > 0 independent of
¢. Then we endow the space X, == L?(Q)™ with the scalar product

(. ghn = (M. ghigaym = /Q (H(Q)F(C), 90 AAQ).

We will refer to Xy as the state space and to its elements as state variables or
states. Furthermore, let Py € K™*™ be such that P(')'| = —Fy. Then we will call
the differential equation

0 "9
am(t():;%Pi(ﬂ(@x(t»o)+P0(H(C)33(t7o)7 teRy, (€9, (3.4)

(0, ¢) = 2o (), (e

a linear, first order port-Hamiltonian system, where xo € L2(2)™ is the initial
state. The associated Hamiltonian H: Xy — Ry U {0} is defined by

() = 3lo.), = 5 [ U0 2()en Q)

where H is called the Hamiltonian density.

In most applications the Hamiltonian describes the energy in the state space.
It may seem more natural to define the inner product of Xy as

1
§<7‘lf7 9>L2(Q),

because then the Hamiltonian is just [|z[|%, and the name energy norm is
accurate. However, then we also have to pay attention to the factor %, when we
switch between the inner products. Therefore, for convenience we leave out this
factor.

By the convention of regarding a function z: Ry x Q@ — K™ as z: Ry —
L2(Q; K™) by setting z(t) = x(t,-), we can rewrite the PDE (3.4) as

() = (Z O, P, + P0>Hx(t) — (P + P)Ha(t), 2(0) = x0,

where P is defined by Definition 3.1.2 replacing L with P. This is an abstract
Cauchy problem. Hence, we are interested whether (P + Pp)H is a generator of
a contraction semigroup.

We want to add the following assumption on P.

Assumption 3.2.2. Let m,mi,mo € N such that m = my; + mo and let
L = (L;)}; such that L, € K™**™2. Then we assume that P = (P;)?_; has the
block structure

P = {0 Li} }

M o
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Assumption 3.2.2 implies that P contains only Hermitian matrices. According

to the block structure we split z € K™ into [ii“], where zpn = (x;)"Y, and

T = (Ti)ilm, +1-

We have introduced differential operators Ly for a family of matrices L.
Clearly, we can do the same with the family P. Because of the block structure
of P we can immediately derive the following identities: H(F, Q) = H(L}, Q) x
H (L87 Q)7

0 Ly
N 0

P‘S’:[Lg 0

By Lemma 3.1.8 we have for z,y € HL(Q)™

and P,,:{O Ly]

(Prx,y)L2(0) + (7, By)L2 (o)
= (B0, 70Y)12(09)

= H Yo » 0 3.5
< |:L1/ 0 Ty Y 1/ 200 (3.5)

= (Lyozr, Yoyri)iz0) + (L' v0m v, Yoy )iz (oo
= (LyyvorL, Yoyrr)L2a0) + (Yorrr, Luyoyr) L2 (aq)-

Hence, B = L2(0Q)™, Bix = L,yoxr and Byx = ~oxn is reminiscent of a
boundary triple for Aj = P (A9 = Fj is skew-symmetric by Remark 3.1.7).
However, we need to extend (3.5) for x,y € H(B, ). In order to do this we
have to introduce a new norm on L?(9Q)™ , which will lead to the notion of
quasi Gelfand triples.

If we are a little bit sloppy about the details (just for now), then we can
easily calculate the change of the Hamiltonian (energy) along a solution z of the
port-Hamiltonian system:

d d .
29, H((t) = (), «(t )> = (&), 2(t) 25 + (2(1), 2(1)) 25,

(
= (B + Po)Ha(t), x(t)) , + (x(t), (B + Po)Hx(t)) ..
= < B+ PO)Hx(t ,Ha t)>|_2(Q) <H£U( )7 (Pa + PO)H ( )>|_2(Q)
(since Py is skew-adjoint, we can eliminate Fp)
— <P3Hx(t),7{x(t)>|_2 ot (Ha(t ),P@’Ha:(t)>L2(Q)

) _ [ (Hz)n
(we can use (3.5) and Hx = [ (Hz)1 ])
= (Luvo(Ha) L, vo(Ha) pn)i2(a0) + (Yo(Ha)Lr, Loyvo(Ha) L)iz(a0)-

Thus, the change of the Hamiltonian (energy) only occurs on the boundary.
Moreover, we can see that the change of the Hamiltonian is connected to Stokes-
Dirac product of L?(99):

2160 = (50  [550  osy
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3.3 The Wave Equation as port-Hamiltonian Sys-
tem

In [28] the wave equation in n-D is investigated as a port-Hamiltonian system.
We follow their reformulation of the wave equation such that it fits the port-
Hamiltonian framework.

The classical formulation of the wave equation without boundary conditions
is given by

82 1

pE (60 =~ )dw( ©) gradw(t,g)), teER,,CEQ,
’LU(O,C) = w0<< ¢e Q,

o 0(0,0) = wi(0) ceo,

where Q2 C R", p is the mass density, T is Young’s modulus and wg, w; are the
initial conditions. Furthermore, T'(¢) is symmetric for a.e. { € Q,

1
P cL>®(Q) and T,T(-)"'eL>@Q) <"

We can reformulate the wave equation in a port-Hamiltonian fashion, by
introducing the state variable

0= 0] - Lomdicnd]

Hence, if w is a solution of the wave equation, then

0 1.0) = [POF0(.0] _ [ dv T eraduc.o)
ot “’O‘{g ’ <t<>} [gmd o) 2w <,<>}

O [ A

—H(C)
Note that div and grad can be written as Iy and Lg' for L given by the n-
dimensional analogon of Example 3.1.3. Therefore we have

0 div o0 L
{grad O}_;BQ[L? 0}

and we can write (3.6) as

OR‘H
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It is easy to see that (3.7) fits the definition a port-Hamiltonian system. Hence,
we will regard this system as abstract Cauchy problem on L2(£2)"*1:

0= [ 0] Hal0)
where z(t) = z(t,-) (z(t) € L2(Q)"*! for all t € R, ). However, we will later
see that for stability analysis the state space L2(£2)"*! is too large, as it allows
solutions that are unrelated to the original wave equation. Nevertheless for
well-posedness we can even work with this larger space.

For uniqueness of solutions we need boundary conditions, like Dirichlet

boundary conditions
w(t,¢) = h((), ¢ €09,

or Neumann boundary conditions

0

STt () =9(0), (€09

We can reduce ourselves to homogeneous boundary condition, by subtracting a
solution of the time invariant system
divT(¢) gradw(¢) = 0, ¢ e,
w(¢) = h(C), ¢ € 0N
Accordingly, for Neumann boundary conditions. Note that w(¢,¢) = h(() for
¢ € 09 can be translated to %w(t, ¢) = 0, if the initial condition wy satisfies

the boundary condition. Therefore, we can translate the boundary conditions in
the port-Hamiltonian formulation to

1
'yo;xl(t) =0 or v-vyTxz(t) =0,

where v - 9y = L,y is the “natural” boundary operator corresponding to L
given by Ly = div.

3.4 Maxwell’s Equations

Let 2 C R3. We will see that Maxwell’s equations in a non-conducting medium

%D(t,{) =rot H(t, (), %B(t,g) =—rotE(t,(), teRy,(€Q, (3.8)
divD(t, ) = p(C), divB(¢,¢) =0, teRy, (e, (3.9)
D(tv Q)= G(C)E(tv Qs B(t, C) = n(Q)H(t, C)’ teR, (e, (310)
D(0,¢) = Do(0), B(0,¢) = Bo(¢), (e, (3.11)

where €, u, %, i € L°°(Q2) and p € L?(Q), fit the port-Hamiltonian structure.



3.5. MINDLIN PLATE MODEL 55

|

We choose the state variable

xmoz[Dmg

NSNS

B(t,¢
so that
0 0 rot ! 0
wa@>:[ }[“0 1]x&x> (3.12)
8t —rot 0 0 m
=H(¢)

Note that by Example 3.1.4 there is an L such that Ly = rot and Lg' = —rot.
Hence, (3.12) fits the definition of a port-Hamiltonian system Definition 3.2.1. We
will see that (3.9) is automatically fulfilled, if the initial condition satisfies (3.9).

The “natural” boundary operator L, is given by f — v x f. We will see that
v X 7o cannot be continuously extended on H(rot, 2) such that its codomain is
still L2(99), see Example 5.1.8. Hence, we have to find another way to get a
boundary triple for the Maxwell differential operator.

3.5 Mindlin Plate Model

The Mindlin plate model was formulated in a port-Hamiltonian fashion in [33, 8].
We just want to show the equations without going into its physical background.

Let © C R? be as in Assumption 3.1.1. Let us consider the differential
operator Py and the skew-symmetric matrix Py given by

0 0 0|0 O O 01 09 0 0 0 0O0O0OO0O
0 0 001 0 92 0 O 0 0 0 00O0T1O0
0 0 0[{0 02 00 0 O 0 0 0 00OOO71
Py 0 06 0[]0 0 O O O P 0 0 0 00O0O0O
' 0 0 8|0 0 0 0 0" 0 0 0 0O0O0OO0OO
0 & 0|0 0 O 0 O 0 0 0 0O0O0OO0OO
o 0 00 0O 0 O O 0 -1 0 00000
|02 0 0|0 0 0 0 0 | 0 0 -1 00 0 0 0
The corresponding L = (L;)?_, is given by
00010 00 0 01
Liy=|1 0 0 0 O and L,=(0 0 1 0 Of,
001 00 01 000

and therefore P = (P;)7_, is given by

i=1
0 L;
r=l 5]
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We define a Hamiltonian density by

r- 0 0 00 0 0 0]
P
op%oooooo
oop%ooooo
y—]1 0 0 0 00
o0 o Dy ool
0O 0 0 00
0 0 0 00 0
_000000D8_

where p, h are strictly positive functions, Dy(¢) is a coercive 3 x 3 matrix and
D(C) is a coercive 2 x 2 matrix, such that all conditions on H in Definition 3.2.1
are satisfied. We write the state variable x as

— h® h3 T
o= |phv pizw1 pIzW2 K11 K22 K12 V1,3 V23| o

where we stick to the notation in [8] except that we renamed the coordinates z,
y and z as 1, 2 and 3. Furthermore, we have

.
e=Ha=[v wi wy M My My Q1 Q2 .

We don’t want to go into details about the physical meaning of these state
variables. We just want to make it easier to translate the results into the
notation of [33, 8]. So the port-Hamiltonian PDE

0 . 0
ax = (P + Py)Hz looks like &a = (P + Py)e,

which is the formulation in [33, 8]. The corresponding boundary operator is

fl V_[fzx}

0 0 0 1241 170} fz

Lf={vi 0 v 0 0f|f3|= I/-[fl:|
0 vo v1 0 Of |fa

fs ’/Hﬂ

Since ||[v(¢)]] = 1, at least v1(¢) # 0 or v2(¢) # 0. This can be used to show that
ran L, = L2(09)3.
Since there is no direct physical meaning to the boundary variables we will

later apply a unitary transformation on them, to obtain the boundary variables
of [33, 8].



Chapter 4

Quasi Gelfand Triples

Normally when we talk about Gelfand triples we have a Hilbert space X and a
reflexive Banach space X} that can be continuously and densely embedded into
Xy. The third space X_ is given by the completion of Ay with respect to

rex{oy Ifllx,

The duality between X, and A_ is given by

<ga f>X_,X+ = lim <gk7 f>Xov
k— o0
where (g )ren is a sequence in Xy that converges to g in X_. Details for “ordinary”
Gelfand triple can be found in [18, ch. 2.1, p. 54] or in [57, ch. 2.9, p. 56]. We
want to weaken the assumptions such that the norm of & is not necessarily
related to the norm of Ap. This is in particular necessary for Maxwell’s equations.

4.1 Motivation

9

In Section 6.4 we point out that it is not possible to associate an “ordinary’
Gelfand triple to the spatial differential operator of Maxwell’s equations.

We will have the following setting: Let Xy be a Hilbert space with the inner
product (-,-)x, and (-,-)x, be another inner product on Aj (not necessarily
related to (-,-)x,), which is defined on a dense (w.r.t. ||-||x,) subspace D, of
Xp. We denote the completion of Dy w.r.t. - las (Nl = /(fs flay) by Xy
This completion is, by construction a Hilbert space with the extension of (-, -)x, ,
for which we use the same symbol. Now we have D is dense in Xy w.r.t. |||,
and dense in Xy w.r.t. ||||x, . Figure 4.1 illustrates this setting.

Note that X, as a Hilbert space, is automatically reflexive. For the further
construction the crucial property of X is its reflexivity. Hence, we will weaken
the previous setting such that X, is only a reflexive Banach space:

57
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Xp Hilbert space endowed with (-, -) x,.
e D, dense subspace of Xy (w.r.t. ||-[|x,).

||| #, another norm defined on D..

X, completion of D with respect to ||-|| x . is reflexive.

Xo

Figure 4.1: Setting of Xy, Dy and X,.

Example 4.1.1. Let Xy = ¢?(Z\{0}) with the standard inner product (z,y)x, =
> TnUn + T_nY—pn. We define the inner product

00
1
<xay>X+ = § nzxn%+ ﬁx—ny—n
n=1

and the set Dy == {f € Ay |||f||a, < +oc}. Clearly, this inner product is well-
defined on ﬁ+. Let e; denote the sequence which is 1 on the ¢-th position and 0
elsewhere. Since {e; |7 € Z\ {0}} is a orthonormal basis of Aj and contained
in Dy, Dy is dense in Xy. The sequence (> ;" e_;) is a Cauchy sequence
with respect to ||||x,, but not with respect to ||-||x,-

neN

Definition 4.1.2. We define

lgllx_ = sup W for g € Xy and D_ = {g € Xy ‘ llgllx < +oo}.
+

feD\{0}

We denote the completion of D_ w.r.t. ||-||x_ by X—. We will also denote the
extension of ||-||x_ to X_ by [|-]|x_-

Remark 4.1.3. By definition of D_ we can identify every g € D_ with an element
of X} by the continuous extension of

" { D, — C,
v f H <g7f>X(J7
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on X . We denote this extension again by v,. By definition of D_ we have

ngllXi = ||g|lx_ for g € D_. Hence, we can extend the isometry
. { D_ — X,
g = U,

by continuity on A_. So A_ can be seen as the closure of D_ in X .

We can define a dual pairing of between Xy and X_ by
<g7 f>X,,X+ = <\I/ga f>Xjr,X+-

However, this does not necessarily make (X, X_) a dual pair in the sense of
Definition 1.3.1, because we do not know whether WU is surjective.

Lemma 4.1.4. D_ is complete with respect to ||gllx_nx, = \/llgll%, + lgll5_ -

Proof. Let (gn)nen be a Cauchy sequence in D_ with respect to ||| x_nx,- Then
(gn)nen is a convergent sequence in Xy (w.r.t. ||-||x,) and a Cauchy sequence in
D_ (w.rt. ||-]]x_). We denote the limit in Xy by go. By definition of ||-||x_ we

obtain for f € Dy
o 1)l = 1 [{ga. )| < Tim [lgulla || fll, < Clf.

and consequently gg € D_.
Let € > 0 be arbitrary. Since (gn)nen is a Cauchy sequence with respect to
|-lx_, there is an ng € N such that for all f € Dy with |[f|lx, =1

€ .
|<gn*gm,f>XO|§§, lf n,mzno

holds true. Furthermore, for every f € l~)+ there exists an my > ng such that

1(90 = gmyss Fal < €\|f|2\x+’ because g, — go w.r.t. ||-||x,. This yields

‘<90 _gnaf>)€o| < |<90 *gmf7f>Xo‘ |<gmf *gn,f>X0|

< + <e if n>ng.
1/l 11 £ 1L ’
Since the right-hand-side is independent of f, we obtain
lgo — gnllx_ = sup [0 = gn. f) x| <e if n>ng.
repivgoy Il

Hence, gq is also the limit of (g )neny with respect to ||-||x_ and consequently
the limit of (gp,)nen with respect to ||| x_nap- a

Strictly speaking D+ and D_ are subsets of X, but most of the time we
rather want to regard them as subsets of X, and X_, respectively. Hence,
introduce the following embedding mappings

D C
o DiCXy — X, o [ D.CX = X,
= 1 g = g
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This allows us to distinguish between f € D, as element of X, and I+ (f) as
element of Xp, if necessary. Clearly, the same for g € D_.

Lemma 4.1.5. The embedding iy is a densely defined operator with ran i is
dense in Xy and keriy = {0}. Furthermore, the embedding v_ is closed and
kert_ = {0}.

Proof. By assumption on D, and definition of X the embedding iy is densely
defined and has a dense range. Clearly, keriy = {0} and ker._ = {0}. By
Lemma 4.1.4 +_ is closed. a

Lemma 4.1.6. Let i, = ngxxﬁf denote the adjoint relation (w.r.t. the du-
alities (Xo, Xo) and (Xy, X)) of iy. Then % is an operator (single-valued,
i.e., mulit = {0}) and kerii = {0}. Its domain coincides with D_ and
u_:D_CAX_ — X is isometric.

If keriy = {0}, then rani’ is dense in X/

Proof. The density of the domain of 7 yields muli’ = (domi;)* = {0}, and

ran Z+X° = &) yields ker iy, = {0}. The following equivalences show dom i =
D_:

g € dom i’ & (g,i4f)x, is continuous in f € Dy w.r.t. (R

PN sup |<g>f>Xo‘ < 400
febi\{o} 111 2,
SgeD_.
For g € D_ C X_ we have
t—g, flx (-9, ar x| e
lole. = sup L=gfxml_ et gl
feby\{o} /12, feb\{o} (FalE

which proves that 7% ¢_ is isometric. o o
Note that the reflexivity of X implies 7 = %", If keriy = {0}, then the
following equation implies the density of rani} in X}

{0} =keriy =kerii* = (rani’ )™ . a
Remark 4.1.7. As mentioned in Remark 4.1.3 every g € D_ can be regarded as

an element of X’ by 1,. Let g € D_, f € X{ and (fn)nen in Dy converging to
fin Xy (wrt. ||-[|x,). Since D_ = dom 7%, we have

(g, [lay 2, = RILII;O<L—9,Z+fn>XO = (-9, g x,
and consequently ¢, = i} t_g. Hence, VD_ =131 D_.

Proposition 4.1.8. The following assertions are equivalent.
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(i) There is a Hausdorff topological vector space (Z,T) and two continuous
embeddings ¢x, : Xy — Z and ¢x,: Xo — Z such that the diagram

D+i*d>.)f'+

T

Ly L+ Z

o

D+ 14(1) XO
commutes.

(i) If Dy > fn — 0 w.r.t. -l and lim, . fr ewists w.r.t. ||-||x,, then this
limit is also 0 and if Dy > fo, — 0 w.r.t. ||| x, andlim, oo f, exists w.r.t.
|| x,, then this limit is also 0.

(iil) 7y: Dy C Xy — Xy, f > fis closable (as an operator) and its closure is
mjective.

(iv) D_ is dense in Xy and dense in X, i.e., WD_ is dense in X/ .
Proof. We will follow the strategy (i) = (ii) = (iii) = (iv) = (1).

(i) = (ii): Let (fn)nen be a sequence in D, such that f, — f w.r.t. X, and
fn— f wart. Xy. Since T is coarser than both of the topologies induced by
these norms, we also have

7

f in Z.

" T

\ f

Since T is Hausdorff, we conclude f = f . Hence, if either f or f is 0, then
also the other is 0.

(ii) = (iil): If (fn, fn)nen is a sequence in i that converges to (0, f) € Xy x Ap,
then f =0 by (ii). Hence, mulz; = {0} and consequently 7. is closable. On
the other hand, if (f,, fn)nen is a sequence in 7y that converges to (f,0),
then f =0 by (ii). Consequently, kerz, = {0} and 7, is injective.

(iii) = (iv): We have (dom %) = muli%* = muliy. Since i} is closable, we
have mul iy = {0}, which implies that dom 7% is dense in Xy. By Lemma 4.1.6
dom %} coincides with D_, which gives the density of D_ in Ap.

The second assertion of Lemma 4.1.6 yields that ran % is dense in X’ . By
Remark 4.1.7 we have rani} = W D_ and therefore the density of ¥D_ in
X

(iv) = (i): Let Y := D_ be equipped with

lglly = llgllx_nxo = /llgllZ_ + llglZ,-
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We define Z :=Y” as the (anti-)dual space of Y. Then we have

(s 9)x! < fllxllglx < 1fllxllglly  for feX,geY
and  [(f, Z5.9)x, 2 | < | flly [739llxy < 1Fllxpllglly for feXigeY.
——

=lgllx_

Hence, ¢x,: f = (f,)x, and ox, : f = (f, Z’_j_-);{%/ﬁ are continuous map-
pings from &p and X, respectively, into Z. The injectivity of these mappings
follows from the density of D_ in Xy and D_ in X} (&, D_ dense in A7),

respectively. For f € D, we have
bx, f = 00 ) a2y = (4 f, )y = P 0l f
and consequently the diagram in (i) commutes. Qa
If one and therefore all assertions in Proposition 4.1.8 are satisfied, then X’y N
Xy is defined as the intersection in Z and complete with the norm ||-||x, nx, ==
I-1%, + lI-I%,- Moreover, we define D as the closure of Dy in X NXy (wor.t.

|-l nx,)- Note that although A} N Xy may depend on Z, D is independent
of Z. We will denote the extension of 74 to D4 by ¢4, which can be expressed
by ¢y = i;. The adjoint ¢} coincides with 7. Also D_ does not change, if we

replace D+ by D in Definition 4.1.2 and all previous results in this section also
hold for D and ¢4 instead of D and iy, respectively. If 7 is already closed,
then D+ = D+.
Lemma 4.1.9. Let one assertion in Proposition 4.1.8 be satisfied. Let Z =Y,
where Y = D_ endowed with ||glly = llglx_rx, = \/llgll%_ + llgl%, (from
Proposition 4.1.8 (iv) = (i)). Then we have the following characterization for
D+.'

e D, =dom:*,

° D+:X+0XO ’LnY/

Proof. Note that for g € D_ we have g = (Li)_leg and that ¢} ¢ is isometric
from D_ = dom:_ C X_ onto rant; = dom(d‘k)_1 C X. The following
equivalences show the first assertion:

fedom & D_3g— (f,t_g)x, is continuous w.r.t. ||-|| x_
—1 %

& D_>gm(f, (1) "t} t_g)x, is continuous w.r.t. |-[|x_
& dom(e5 )™ 3 h (f, (1) h)x, is continuous w.r.t. (RS
& f € dom ((L’jr)_lyk =dom:;' =ran.; = D,.
For the second characterization we define P, := A} N Ay and we define P_
analogously to D_ in Definition 4.1.2:

gl = sup L2000l g p (g e xp gllp. < +oo).

repgor Ifllxy
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Clearly, |lgllx_ < |lg|lp_ for g € P_ and consequently P_ C D_. Furthermore,
we can define tp, : Py C X, — &y, f +— f analogously to 7. Note that tp, is
closed due the completeness of (X} NXo, [|-[|x, na,). Then we have domp, = P
and 7y C tp, and therefore L*P+ Cih. Forge D_ and f € P, we have, by
definition of Py = X, N Ay in Z,

K9, ol = Kb g, Pl 2, | < [T gllay 11l = Nglla 1 1lxy s
which yields |lg||lp_. < lgllx_. Hence, P~ =D_,1p, =174 and tp, = iy, which
XN X,
is equivalent to P = Xy N Xy = Dy T D.. a

Theorem 4.1.10. Let one assertion in Proposition 4.1.8 be satisfied. Then
the continuous extension of 11 denoted by 51— equals ¥. Moreover, ¥ is
surjective and (X4, X_) is a complete dual pair with

(9, fla_ .z =Yg, flag x, -

Proof. We have already shown, that ¢5:_g = Vg for g € D_. Since D_ is dense
in X_, we also have (% 1_g = Wg for g € X_.

If one assertion in Proposition 4.1.8 is true, then all of them are true. Hence,
UD_ is dense in X} and because VU is isometric ran ¥ is closed and therefore

ran¥ = X7 .
Since V¥ is an isomorphism between X_ and A", it immediately follows that
(X4, X_) is a complete dual pair with the dual pairing (-,-)x_ x, . a

Remark 4.1.11. For f € D, and g € D_ we have

(9, Na_xy =Wy, N a, = (Go—g, N xy = (=95 1) = (95 -
Since these two sets are dense in X, and X_ respectively, we have for f € X}

and g € X_

<gvf>X7,X+ = lim )<gnafm>/\’o7

(n,m)— (00,00

where (fm)men 18 a sequence in D that converges to f in Xy and (gn )nen is a
sequence in D_ that converges to g in A_.

4.2 Definition and Results

The previous section leads to the following definition.

Definition 4.2.1. Let (X}, X_) be a complete dual pair and X be a Hilbert
space. Furthermore, let ¢y: dom¢y C X, — Ay and ¢—: dome C X — &)
be densely defined, closed, and injective linear mappings with dense range. We
call (X1, Xy, X_) a quasi Gelfand triple, if

<g»f>x,,x+ = <L—gvb+f>xo (4.1)

for all f € dom¢y and g € dom¢_, and dom 7} =rant_. The space Xy will be
referred as pivot space.
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Xo

N

%

&,

Figure 4.2: Nllustration of a quasi Gelfand triple

Figure 4.2 illustrates the setting of a quasi Gelfand triple. Contrary to the
previous section we will regard the adjoint of ¢, and ¢ with respect to the
complete dual pairs (X}, X_) and (Xy, Xp). Therefore, v is a densely defined
operator from Xj to X_ and ¢* is a densely defined operator from Xy to X..
We could not do this before, because we did not know from the beginning that
(X4, X_) is a complete dual pair.

Example 4.2.2. Let X, = LP(R), X_ = LY(R) and Xy = L%(R), where p €
(1,+00) and % + % = 1. Then (X;,X_) is a complete dual pair. Note that
LP(R) N L%(R) is already well-defined. We can define

.{'—”(R)NLQ(R)QLP(R) - L(R),
Lyt

=
and o : { L9(R) NL3(R) CLYR) — L2(R),
g — g

These mapping are densely defined, injective and closed with dense range. By
definition of the dual pairing of (L?(R),L%(R)) we have

(9 P @ = /R gF AN = (g, f)ay = (t-gs 14 F,

for g € L9(R) N L%(R) and f € LP(R) N L2(R). Hence, (LP(R),L%(R),L4(R)) is a
quasi Gelfand triple.

Note that the mapping ¢4 gives us an identification of dom ¢, and rane,.
Hence, we can introduce the norm of X; on rancy by ||f|lx, = [¢3' fllx, for
f €ranty. Then the completion of ran ¢, with respect to ||-||x, is isometrically
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Xo

Figure 4.3: TIllustration of a quasi Gelfand triple, where D, = ran:y and
D_=ran._.

isomorphic to Xy. Accordingly, we can do the same for X_. This justifies the
following definition and Figure 4.3

Definition 4.2.3. For a quasi Gelfand triple (X, Xp, X—) we define

XyNAp :=ranty and A_NAp:=ranc_.
If either ¢y or ¢_ is continuous, then a quasi Gelfand triple is an “ordinary”
Gelfand triple. Clearly, every “ordinary” Gelfand triple is also a quasi Gelfand
triple.

The condition dom % = ran:_ is not really necessary as this condition can
always be forced as we will see later. Actually, I believe that this condition is
automatically implied by all the others, but I could not find a proof. Moreover, the
next lemma shows that we can also ask for the converse condition dom ¢* = ran¢
instead. Note that from (4.1) we can immediately see that dom:% 2 ran:_ and
dom¢* Dranty. Hence, for f € domey and g € dom:_ we have

(9, Naxy = (=904 flx, = <L1L;g’f>X*’X*’ (4.2)
<g,L,L+f>X_,X+,

which implies :7:t_g =g and " ¢y f = f.

Lemma 4.2.4. Let (X}, Xy, X_) with 1y and ¢_ satisfy all conditions of Defi-
nition 4.2.1 except dom ¢y =rant_. Then

dom:} =ran:_ < dom:" =raniy.

In particular, if (X4, Xo, X_) is a quasi Gelfand triple, then also dom t* = ranty
holds true.

The proof of this is basically the first part of the proof of Lemma 4.1.9.
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Proof. Let dom ¢} =ran:_. The following equivalences

fedom* & dome_ 3 g (f,t_g)x, is continuous w.r.t. ||| x_

& dome_ 3 g (f, (1)) i i_g)x, is continuous w.r.t. |||

——
=9

< f € dom ((Lj_)_l)* =dom:}' =ran.y

imply dom¢* =ran¢,.
The other implication follows analogously. a

In contrast to “ordinary” Gelfand triple, the setting for quasi Gelfand triple
is somehow “symmetric”, i.e., the roles of Xy and X_ are interchangeable, since
neither of the embeddings ¢4 and ¢_ has to be continuous, as indicated in the
beginning of this section.

Lemma 4.2.5. Let (X4, Xy, X_) with ¢4 and _ satisfy all conditions of Defini-
tion 4.2.1 except dom:} =rant_. Then there exists an extension i_ of ._ that
respects (4.1) and satisfies dom ¢ =rani_. In particular, (X, Xy, X_) with 14
and i— forms a quasi Gelfand triple.

Proof. Note that ¢%¢_g = g. Hence, ¢ 2 (=" and (¢3)7 2 u_. We define i_ as
(¢%)~!. Then clearly rani_ = dom:%. For f € dom:y and g € domi_ we have

(b—gytq flag = (Whieg, fla_ x, = (9, fla_ x,- Q

Remark 4.2.6. If (X4, Xy, X_) is a quasi Gelfand triple and (X, X_) is another
dual pair for Xy, then also (X5, Xp, X_) is a quasi Gelfand triple.

Lemma 4.2.7. Let (X, Xy, X_) be a quasi Gelfand triple. Then

V= Y oand = L;l.
Proof. By (4.2) we have (% 1_g = g for all g € dom¢. Since ran:_ = dom 7
(by assumption), we conclude that ¢ = (="
Analogously, the second equality can be shown. a

Theorem 4.2.8. Let X be a reflexive Banach space and Xy be a Hilbert space
and ty: domeiy C Xy — Xy be a densely defined, closed, and injective linear
mapping with dense range. Then there exists a Banach space X_ and a mapping
t— such that (X, Xy, X_) is a quasi Gelfand triple.

In particular, X_ is given by Definition 4.1.2, where Dy = ran .

Proof. We will identify dom ¢4 with ran ¢y and denote it by Dy. Then item (iii)
of Proposition 4.1.8 is satisfied. Hence, the corresponding D_ (Definition 4.1.2)
is dense in Xy and its completion X_ (w.r.t. to ||-||x_) establishes the complete
dual pair (X, X_), by Theorem 4.1.10. The mapping

L_{D_QX_ = X,
- g = g
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is densely defined and injective by construction. By the already shown ran._ =
D_ is dense in Xy. Finally, by Lemma 4.1.5 ¢_ is closed and by Lemma 4.1.6
dom:} =D_ =ran¢_. a

Remark 4.2.9. By Theorem 4.2.8 the setting in the beginning of this chapter
establishes a quasi Gelfand triple, if one assertion of Proposition 4.1.8 is satisfied.

Until the end of this chapter we will assume that (X, Xy, X_) is a quasi
Gelfand triple and we will identify dom ¢y with ran¢; and denote it by D,.
The set D_ is defined by Definition 4.1.2 for Dy . This set coincides with ran¢_,
which we will identify with dom¢_.

Proposition 4.2.10. The space Dy N D_ is complete with respect to

lanas = /-1, + 1%

Proof. For f € Dy N D_ we have

1£ 1%, = 1, Pl = I, Hlaza | < Il f e < IR Ax. -

Hence, every Cauchy sequence in Dy N D_ with respect to ||-||x, nx_ is also a
Cauchy sequence with respect to ||-||x,, [|[lx, and ||-[[x_.

Let (fn)nen be a Cauchy sequence in D N D_ with respect to ||-||x na_-
By the closedness of ¢ the limit with respect to ||-|| x, and the limit with respect
to ||-||x, coincide. The same argument for ¢_ yields that the limit with respect
to |||lx, and the limit with respect ||||x_ also coincide. Therefore, all these
limits have to coincide and (f,)nen converges to that limit in Dy N D_ w.r.t.
[y - Q

Lemma 4.2.11. The operator

D+XD_§X+XX_ — Xo,
e o] e

is closed.

Proof. Let (([Jn],2n)), oy e a sequence in [ty ¢ ] that converges to ([]],2)
in Xy x X_ x Xy. Then we have

2 . 2 . 2 2
e = Hm [1fu + gall% = Tm_ (1£allZ, + 19 1% + 2Re(fg)3,)-

Since 2 Re(fn, gn)x, converges to 2Re(f, g)x, . x_, we conclude that || f,||x, and
l|gn | x, are bounded. Hence, there exists a subsequence of (f,)nen that converges
weakly to an f € Ay. Moreover, by Lemma A.3.3 we can pass on to a further
subsequence (fy(x))ren such tha‘; (% S, f"(k))jeN converges to [ strongly
(w.r.t. |||lx, ). The sequence (jl > f"(k))jeN has still thie limit f in X} (w.r.t.
|-llx.) and because ¢y is closed we conclude that f = f € D,. By linearity
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we also have %Zi:l gn(ky — 2 — [ in Ay for the same subsequence. Since
% Zi=1 gn(k) is a Cauchy sequence in both X and &y, the closedness of ¢_ gives

that g = 2z — f € D_. Hence, z = [LJ’_ L_] [g] and the operator [L+ L_] is

closed. 4

Proposition 4.2.12. Dy N D_ is dense in Xy with respect to ||| x, -

Proof. By dom ¢}, =raniy = Dy (Lemma 4.2.4) we have

Xy = (mul [L+ L,] )L = dom [L+ L,]* =dom:} Ndom:* =D_ND,. O

4.3 Quasi Gelfand Triple with Hilbert Spaces

In this section we will regard a quasi Gelfand triple (X, Xy, X_), where X,
and X_ (and of course Xp) are Hilbert spaces. Maybe also these results can
be proven for general quasi Gelfand triple, but I could not find a substitute for
Theorem 4.3.1.

For a quasi Gelfand triple (X, Xy, X_) consisting of Hilbert spaces, there
exists a unitary mapping ¥ from A_ to X satisfying

<gaf>X7,X+ = <\I/gaf>?€'+ and <f7g>X+7X, = <\I]_1fag>?(,-
We will refer to this mapping as the duality map of the quasi Gelfand triple.

Theorem 4.3.1 (J. von Neumann). Let T be a closed linear operator from the
Hilbert space X to the Hilbert space Y. Then T*T and TT* are self-adjoint, and
(Ix +T*T) and (Iy +TT*) are boundedly invertible.

Note that here the adjoint 7™ is calculated with respect to the “natural” dual
pairs (X, X) and (YY), i.e., T* = T*yxx,

Proof. Since T* = [_?X I(‘;]TJ-, we have T' @ [I?/ _(I)X ]T* = X x Y. Hence, for

[#] € X x Y there are unique z € dom 7" and y € dom 7™ such that

m B [; w} " {_::Zy} ' (4.3)

Consequently, h = x — T*y and y = —Tx, which implies z € dom T*T and
h=x+T"'Tx.

Because of the uniqueness of the decomposition in (4.3), z € dom T*T is uniquely
determined by h € X. Therefore, (Ix +7*T)~! is a well-defined and everywhere
defined operator.
For hi,hy € X, we define 21 := (Ix + T*T)"'hy and 29 = (Ix + T*T) ' hs.
Then z1, 22 € domT*T and, by the closedness of T', T** = T. Hence,
<h1, (IX + T*T)_1h2> = <(IX =+ T*T)$1,$2> = <{E1, (E2> —+ <T*T$1,$2>
= <IE1,I’2> + <TIE1,TJC2> = <$17l’2> + <$1,T*T.’E2>
= (o1, (Ix + T*T)32) = ((Ix + T*T) " "hy, ha),
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which yields that (Ix +T*T)~! is self-adjoint. Therefore (Ix +7*T) and T*T are
also self-adjoint. Moreover, (Ix +7*T)~! is bounded as a closed and everywhere
defined operator.

By TT* = (T*)*(T*) the other statements follow by the already shown. QO

Applying this theorem to S = AT implies that R_ is contained in the resolvent
set of T*T.

Note that we previously regarded the adjoint of ¢, with respect to the dual
pairs (Xp, Xp) and (X4, X_). However, in order to apply Theorem 4.3.1 we
have to regard the adjoint with respect to (Xp, Xp) and (X4, X}). Hence, we
will emphazise this difference by the notation LiXOXX+, which was introduced in
Definition 2.2.1.

Corollary 4.3.2. The set Dy N D_ is dense in Xy and X_ with respect to their
corresponding norms.

Proof. Applying Theorem 4.3.1 to ¢4 yields L:XOXX+ L4 is self-adjoint. Note that

by Lemma 2.2.4 we have LiXOXXJr = \I/L:XO e W, where ¥ is the duality map
introduced in the beginning of this section. Hence, dom LiXOXXJr ty =dom¢}ey

is dense in Ay. By Lemma 4.2.4 dom ¢} = D_, consequently
domiivy =D ND_. (4.4)
An analogous argument for «_ yields Dy N D_ is dense in A_. a

Corollary 4.3.3. D, + D_ = A&j.

Proof. Applying Theorem 4.3.1 to ¢4 gives that (Ix, +¢4 LiXOXXJr) is onto. Hence,

for every x € &) there exists a g, € dom L.;,_LiXOXXJr C D_ such that

*X0X X,
T = (g +L+L+O +g’I‘
~  ——
eD- €D,

. *XGXX *X X X,
Since g, € domeye, * ", we have t,"°""Tg, € D; and consequently x €

Dy +D_. 0

Note that D, ND_ with ||-[|x, nx_ is complete and therefore a Banach space.
Since Xy and Xy are Hilbert spaces (in this section) we can define the inner
product

(9, Flazna. =g, N, + (9, fla_

on Dy N D_. This inner product induces the previous norm ||| x, nx_. Conse-
quently D N D_ is a Hilbert space with (:,-)x,~x_. For shorter notation we
denote DL N D_ as Z,. Note that Z, is dense in X, Ay and X_ with respect
to their norms (up to embeddings). Hence, we can continuously embed all of
theses spaces into Z’,. For notational harmony we will denote 2’ as Z_. Clearly
(Z4,2_) is a complete dual pair. Moreover, by Theorem 4.2.8 and Remark 4.2.6
(Z4, X, Z_) is a quasi Gelfand triple. Actually, it is even a Gelfand triple, as
the embedding of Z, into X} is continuous. Figure 4.4 illustrates this scenario.
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Z_

Xo

N

Figure 4.4: quasi Gelfand triple embedded in Z_

Lemma 4.3.4. Z_ =X, + X_ and

— 3 2 2
Iz = it I7I%, + ol -

Proof. Note that Z, is a Hilbert space with (21, 22)z, = (21, 22)x, + (21, 22) x_.
Hence, there is a duality map ¢ from Z_ to Z; and we can write

<h,2’>zﬂgJr = <¢’h,z>g+ = <(I>h,z>)(+ + <<I)h,Z>X7.
Furthermore, with the duality map ¥ from X_ to X} we have
<h, Z>Z,,Z+ = <\P71¢)h, Z>Xﬂ;\g+ + <‘I“I’h, Z>X+7;\g7

and h = U~1®h + UPh in Z_, where U~1dh € X_ and YPh € X,.
Let h € Z_. Then for every f € Ay, g € X_ that satisfy h = f + ¢ in Z_
we have

(h,2)z_ z, | = I{fs D). + (9, 2)a_ x| S s 2) e |+ {9, 2) x|
<[ fllaey Nz lla- + llglla_ 2],

< JIFIE, +llgl3 /1213 + 1212,

= VIF R, +lglz_llzl=z,

which implies ||h[|z_ <infp—yig(/[IflI3, + [lgll3 . On the other hand

IRz = l1@nlZ, = ®h]%, +[0hll% =[O @L|% + [ TOA[%,

finishes the proof. d
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Theorem 4.3.5. The intersection Xy N X_ in Z_ s Dy ND_.

This means that area of Xy N A_ in Figure 4.4 outside of A} is actually
empty.

Proof. Let he Xy NAX_ C Z_,ie., it exists an f € X} and a g € A_ such that

(h,2)z_.z, = ([, lez);q,;L = <g7bjrlz>;¢,;(+ forall ze Dy ND_.

1

We define x := 1} 2. Since z € dom 1!, we have € dom:~'s,. Note that
1

=t =14 and ;' 24 = dom’ ey (see (4.4)). Hence,
(f,ierx)a, v = (g, w)a_x, forall zedomiiey,

which implies (15 ¢1)*f = g and f € dom(¢}1y)* = dom¢7ey. In particular,
vy f € Dy N D_. Note that again by :=! = ¢ we have 1=ty f = g. Therefore,
g € dome_ and ¢y f = ¢_g. This gives

<h,Z>Z_,Z+ = <l’+fa Z>Xo = <L—g’Z>XO'

Therefore, h=f=g=1yf=1t_gin Z_. d

4.4 Quasi Gelfand Triples and Boundary Triples

By Remark 2.4.8 the boundary spaces of a boundary triple are always Hilbert
spaces. Hence, without loss of generality we will again assume that (X, Xy, X_)
is a quasi Gelfand triple, where X, and A_ are Hilbert spaces.

Proposition 4.4.1. Let T be a bounded and boundedly invertible mapping from
Xo to another Hilbert space Yy. Then Py = TD, equipped with ||f|ly, =
| T~ f|lx, establishes a quasi Gelfand triple (Y1,Yo,Y-), where Yy is the
completion of Py and Y_ is the completion of P_ defined as in Definition 4.1.2,
where D is replaced by Py.. Moreover, P_ = (T*)"'D_ and ||glly_ = || T*g||x_
forge P_.

Proof. The mapping T’ D, D, — Py is isometric and surjective, if we equip
its domain with |-[[x, and its codomain with ||-||y,. So the linear (single-
valued) relation [T %]iy = { ?ﬁ ‘ [5] € L+} C Y4 x Yy is closed. Since this

linear relation coincides with the embedding tp, : Py € Yy — Yo, f = f,
Theorem 4.2.8 yields that (Y4, Vo, V—) is a quasi Gelfand triple.
For g € P_ we have

|<gah>yo| |<97Tf>y0|
lglly. = sup —Z=m== = sup —omEee
nep {0y lIPlly, repa\foy NTflly.
T*
sup |< gaf>Xo‘

= = |T"gllx_
repioy L fllxy

and consequently P_ = (T*)~1D_. Q
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Corollary 4.4.2. With the assumption from Proposition 4.4.1 the operators
T‘D+ and (T*)~1 ’D_ can be continuously extended to unitary operators from Xy

and X_ to Yy and Y_ respectively. These extension will be denoted by T and
(T7)="

Proof. Since T’ D, is isometric from D, onto Py, we can extend this mapping by

continuity. This extension 7', is again isometric and since P C ranT is dense,
T, has to be surjective. Analogously, we can show the same for (7%)7!. d

Note that we regard the dual pairs (X}, X_) and (V+,)-) and therefore the
adjoint of T is not its inverse. However, the adjoint with respect to (X, X})

and (Y4, Y4) denoted by Tihmgr is the inverse of T'.. Clearly, the same goes
for (T*)~!. In fact we have another identity for the adjoint of T’ .

Corollary 4.4.3. Let us continue with the assumptions of Proposition 4.4.1
and Corollary 4.4.2. Then (T7)™* = (T*)=' and

<(Tj;)_1ga T+f>y_1y+ = <g7 f)/"(L,P(Ur
forge X_ and f € X;.
Proof. Note that for f € Dy and g € D_ we have
<ga f>X_,X+ = <g7 f>Xo = <(T*)719’Tf>yo = <(T*)7lg7Tf>y77y+'
Hence, we can extend this by continuity for f € X and g € X_. a

Corollary 4.4.4. Let S,T be a bounded and boundedly invertible mappings
on Xy. Then [ST’D+ S(T*)’1|D7] 1s a densely defined closed surjective linear

operator from Xy x X_ to Xy. In particular ran [ST‘D+ S(T*)’I‘IL ] =Xp.

Proof. Let Py =TD,. Then by Proposition 4.4.1 the corresponding P_ can be
obtained by (T*)~!D_. The mapping

XL XX XX — Yy x)V_x&,

= f T 0 0 f
= gl = 0o (@)=t o ||yg
z 0 0 S |z

is linear bounded and boundedly invertible, where ). is the completion of Py
as in Proposition 4.4.1. Since (Y4, Xp,Y—) is a quasi Gelfand triple,

Ty
[tp, wp_] = (T*) g :feDi,geD_
Tf+(T)"'g

is closed in Y4 x Y_ x Xy (Lemma 4.2.11) and therefore also its pre-image under

—_
—
—

B ([epe wp])=| 0 T Of [tpe ep ] =[STur S(T*) 1]
0 0o S
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is closed in X} x X_ x &p. Furthermore, by Corollary 4.3.3
ran [ST|D+ S(T*)_1|D7} = Sran [Lp+ Lpi] = SX, = X. Q

Lemma 4.4.5. Let Ay be a densely defined, closed, skew-symmetric operator
on Xy, Yo be a Hilbert space, and let T: Xy — Yy be a bounded and boundedly
invertible. Let (X, Xy, X_) be a quasi Gelfand triple such that (X4, X_), By, B2)
is a boundary triple for Aj. Furthermore, let Y. and Y_ be as defined in
Proposition 4.4.1. Then (Vy+,Yo,Y—-) is also a quasi Gelfand triple such that
(V4,Y-), Ty By, (T7) ' Bs) is a boundary triple for Aj.

Proof. By Proposition 4.4.1 (Y1,Ys,Y-) is a quasi Gelfand triple. For x,y €
dom A§ we have, by Corollary 4.4.3,
2Re(Ajz,y) = 2Re(B1z, Boy)x, x. = 2Re(Ty Biz, (T5) ' Bay)y, y_ -

Since Ty : Xy — Yy and (TF)~': X — Y_ are surjective, the surjectivity of

{(TgElBJ = {7;;“ (Tio)—1:| [g;] follows from the surjectivity of [g;] d

The following result is a generalization of [28, Theorem 2.6] for quasi Gelfand
va|
as an operator from By x B_ to K. This theorem is the main tool to justify

existence and uniqueness of solutions for port-Hamiltonian systems.

Theorem 4.4.6. Let (B4, By, B-) be a quasi Gelfand triple, Ay be a closed
skew-symmetric operator, ((By,B_), B1, Ba) be a boundary triple for Af, and K
be another Hilbert space. For Vi, Vs € Ly (Bo, K) we define

triples and also fixes some minor issues, like the closedness of [V1 |B . 5 B
+NBg —NBg

D = {a € dom A

Bia, Bsa € By and [Vl VQ] [gl] a = 0}
2

and the operator A == Ag|,. If

(1) [Vl‘BmB+ V2}BDHB,} is closed as an operator from By x B_ to K,

(i) ker [Vl Vg] is dissipative as linear relation on By,

(iii) ViVy' + VaVi* > 0 as operator on K,
then A is a generator of a contraction semigroup.
Proof. Tt is sufficient to show that A is closed, and A and A* are dissipative.
Step 1. Showing that A is closed and dissipative. We have

aeD@[B

B;] a € (By x By) Nker [V V5]

B,
& [Bg] a € ker [V1|Bom8+ V2|BomB,] .

=0
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We can write
@:{{‘Z] €B+XB_‘p€BO,qEBO andqu—l—Vgp:O}.

Since (B, By, B-) is a quasi Gelfand triple we have for [}] € ©

Re<qap>B,,B+ = Re<Q7P>BO S 07

which implies the dissipativity of A by Corollary 2.4.11. Assumption (i) implies
that © is closed in By x B_, which implies the closedness of A by Corollary 2.4.11.

Step 2. Showing that A* is dissipative. By Corollary 2.4.11 we can characterize
the domain of A* by

0 I
I 0

132 (vﬁ|6 . )*KxB,
d 0B+
= |:Bl:| € ran l(%|6008_) KxBy

The second equivalence needed the closedness in assumption (i), since (ker 7)* =
ran T* for a linear relation (or even unbounded operator) T is not true in general.
Hence, by Lemma 4.2.7

dedomA* [Bl} de [ ]@me
By

B_xB4

*XB_ -1
(‘/I‘Boﬂ6+) T = (Vi) =4V =V = Vi (BonB_)’

where ¢4 : By NBy C By — By and ¢ : B_NBy C B_ — By are the embeddings
of the quasi Gelfand triple. Analogously, we have

(Ve )™ = (Ve )" =2 V5 =1 0V5 = Va

Vs~ H(BoNB4)

Hence, for
*ICXxB_
[w} < ran (vﬁ‘BomB+)*KxB+
Yy (Vz‘BgﬁB_)
Y bk e v Y By N B NV (By N B
_‘/*2* El(oﬂ,)ﬂ2(oﬂ+>,
we have

Re(z,y)s_ 5, = Re(Vi'k, V3'k)s_ 5. = Re(V"k, V5'k) 5,
= Re(VaVi'k, k)i > 0.

Therefore, O+ is accretive and by Corollary 2.4.11 also A0| 4o is accretive,

which yields A* = — A

m A*

| dom A+ 18 dissipative. a
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Remark 4.4.7. If we are already satisfied with the operator closure A is a
generator (instead of A) in the previous theorem, then we can replace condition

(i) by

B+ xXB_
ker {Vl,gomm %’BOHB,} C ker [Vl‘sgmm V2‘5006,} ) (4.5)

where [Vl lBonsy Valsgns_ ] is the closure as linear relation (possibly multi-valued).
Clearly, if (4.5) holds, then there is already equality.

Example 4.4.8. Let (B4, By, B_) be a quasi Gelfand triple that satisfies all
conditions of Theorem 4.4.6 and let M € L£1,(By) be coercive (i.e., M > cI, ¢ > 0).
Then Vi :=1, V5 := M f{fulfill all conditions of Theorem 4.4.6:

(i) Setting S = M= and T = M~% in Corollary 4.4.4 implies the closedness
of [ 1 s, My
(ii) For [y] € ker [Vi V] we have # = —My. Since M is positive this yields
Re(z,y), = Re(—My,y)5, = —(My,y)5, < 0.
(iii) ViVy + VaVj = M* + M = 2Re M > 0.

Moreover, Corollary 4.4.4 also implies the surjectivity of [1|50m5+ M |5005_ ]

Clearly, also V; := M, V5 :=1 fulfill all conditions.

Lemma 4.4.9. Let the assumptions of Theorem 4.4.6 be true. Additionally,
let V1, Va be boundedly invertible and we replace condition (iii) by the stricter
condition V1 V5 is coercive, i.e., ViVy > cl, for ¢ > 0. The adjoint of A is then
given by A* = —A{ restricted to

dom A* = {x € dom Ag | Byx, Box € By, (Vy) ' Byx — (V) ' Bax = 0}.

Proof. In the proof of Theorem 4.4.6 we characterized the domain of A* by

a € dom A*

B+XB,
Bja ‘/2*]@ el .
o [ma] e { [V |re v 6o nBn v s

First we show that the set on the right-hand-side is already closed: Let (ky)nen
be a sequence in V;* (B N By) N Vs~ H(B_ N By) such that

Vo'ky, o
] s

Then we have
1 * * *
nl% < 5 (s VAVS hin) i = (Vi Ko, V3 hin ),
= <V1*k’ﬂ7 ‘/2*]{“>B—7B+ — <97 f>Bf,B+7
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which implies that (k,)nen is bounded in K. Therefore, there exists a weakly
convergent subsequence with limit £ € K and by Lemma A.3.3 there is even
a further subsequence such that k is the strong limit of ky = % Z;V:l (-
Hence, Vi*k, — Vi°k and V5'k, — Vi'k w.r.t. ||-||g,. Clearly, the limit of Vi*k,
in B_ is still g and the same goes for V5 k,,. By the closedness of the embeddings
t+ and ¢_ of a quasi Gelfand triple, we conclude that ¢ = Vi*k and f = V5'k and

« Bja V5'k w1 w1
a € domA* & [BQ(J € {{V{k] ‘k eV (B_NBy)NVy (B ﬂBo)}.

Hence, a € dom A* is equivalent to there exists a k € V;*~H(B_NBy)NV5 (BN
By) such that
(Vi) 'Bia=k and (V) 'Baa =k,

which is equivalent to

(Vo) *Bia — (Vi) 'Baa = 0. a



Chapter 5

Boundary Spaces

In this chapter we come back to the port-Hamiltonian PDE and combine the
previous theory to justify well-posedness of the port-Hamiltonian PDE. We
had boundary operators that gave us almost a boundary triple in (3.5). We
will construct suitable boundary spaces to extend those operators such that
we obtain a boundary triple. Hence, we can apply boundary triple theory to
characterize boundary conditions such that the systems has for every initial
condition a unique solution that does not grow in the Hamiltonian. Furthermore,
we will see that our boundary spaces establish a quasi Gelfand triple with a
subspace of L2(99) as pivot space. Hence, we can also apply Theorem 4.4.6 to
obtain suitable boundary conditions. This enables us to formulate the boundary
conditions in the pivot space.

5.1 Boundary Spaces for [y

In this section we will construct a suitable boundary space Vy, (Definition 5.1.6),
such that we can extend the integration by parts formula for Ly (Lemma 3.1.8).
We will formulate the boundary conditions in this space in Section 5.3. This
space will provide a quasi Gelfand triple with a subspace of L2(92) as pivot
space. In order to impose different boundary conditions on different parts of
the boundary we introduce boundary operators that only act on a part of the
boundary and their boundary spaces Vr,r,.

Definition 5.1.1. We say (Fj);?zl, where I'; C 09, is a splitting with thin
boundaries of 0%, if

() Uizt T =09,
(ii) the sets I'; are pairwise disjoint,
(iii) the sets I'; are relatively open in 0,
)

(iv) the boundaries of T'; have zero measure w.r.t. the surface measure of 9.

7
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For I' C 992 we will denote by Pr the orthogonal projection from L2(9§)™!
on L2(T) ;== ran IrL, C L2(T")™, where 1,; denotes the indicator function for a
set M. We endow L2(T") with the inner product of L?(9€2)™. Therefore, we can
adapt (3.1) to obtain

(Lo f, g)r2(ym + (f, L5 g)2(yme = (Lo f, Paavog)12(a0)m: - (5.1)
——
TLY

We define 77 : HY(Q)™ — L2(T') by 7} = Pryo and 77, == 72%. Since both Pr
and g are continuous, the mapping 7t is also continuous. Therefore, ker 7t is
closed. Note that Pr = 11 Psq and consequently 7t = 1pny, and 1pL, = L, 1r.
Example 5.1.2. Let L be as in Example 3.1.3 (Lp = div). Then L, f = v- f and
L, is certainly surjective. Therefore, L2(0Q) = L2(99Q), 71, = 7o and 7% = 1.
Since L}! = grad, we have H(L}, Q) = H1(Q).
Example 5.1.3. Let L be as in Example 3.1.4 (Ly =rot). Then L, f = v x f.
Note that for every w € K* and every u € R3 with |lu|| = 1 we have w =
(u X w) X u+ (u-w)-u. It is not hard to conclude Pyof = (v X f) x v. Hence,
7w, = (VX y) X V.
Lemma 5.1.4. LetT' C 9N be relatively open and let the boundary of T have zero

measure (w.r.t. the surface measure of 92). Then ker k. is closed as subspace
of HL(Q)™ endowed with the trace topology of ”'”H(LS’Q)’ i.e.,

ker 7TF”.HH(L3’Q) NHY(Q)™ =kermy.
Proof. Clearly, ker 7TFH Ihczs.o N HY(Q)™ D kerwl. So we will show the other
inclusion. Note that for T C 090 we have
HY (@)™ == {f € H' ()™ | 1y f = 0 € L2(09)™}.

Hence, HéQ\F(Q) Hég\p(ﬂ)va since the boundary of I' has zero measure.
Let (gn)nen be a sequence in ker & which converges to g € H'(Q)™! with respect
to |[-[lzy o). By Corollary 3.1.9 we have for an arbitrary f € HéQ\F(Q)m"‘
(Lo fsmr (9 — gn))izl = (Lo fs 72 (g — gn))i2] < 1 k(2o ll9 = gnlluczs 0)-

Since 7L (g — gn) = mLg and the right-hand-side converges to 0, we can see
that 75g L LyoHbg\(2)™2. By [57, Th. 13.6.10, Re. 13.6.12] yoHbg, ()™
is dense in L2(T")™2, which implies 7t g | ran1rL,. By definition 7% g is also
in ran 1rL,, which leads to 7t g = 0. Hence, ker 7} is closed in H*(Q)™! with
respect t0 [|-{l(zp 0)- Qa

By the previous lemma
6l = it {glhuczy o | 7E9 = 0}

is a norm on M = ran ﬂ'E. The next lemma will show that this norm is induced
by an inner product.
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Lemma 5.1.5. Let I' C 09 be relatively open and let the boundary of I' have
zero measure (w.r.t. the surface measure of 02). Then the space (Mr, ||| ar)
is a pre-Hilbert space. Furthermore, its completion denoted by (Mr, ||-|l57) is
o H
isomorphic to the Hilbert space H(L!;, Q)/ker WEH(LH’Q) .
The mapping 7% : HL(Q)™ — My can be continuously extended to a sur-
jective contraction 7% : H(LY, Q) — Mr. The kernel of 7% satisfies ker 7t =
FH(L,92)
ker . .

Instead of 79 we will just write 7z,.

Proof. By Lemma 5.1.4 ker ¥ is closed in H! (€)™ with respect to trace topol-
. . . s Hl 0)m™ . .

ogy of || ||H(Lg79), which implies that ( () /kerﬂ'ga | ”H(LS’Q)/kerﬂE) is a

normed space (normed space factorized by a closed subspace is again a normed

space). Since

H[QLHH(LS,Q)/}@ME = H”EQHMF’

it is straight forward that [g]. — 7L g is an isometry from (Hl(Q)ml/ker 7L,

5. s ) 010 (M )
Clearly, (M, ||*|[a) has a completion (Mr, ||-|l57). By definition of the
norm ||| a7 we have for every g € HY(Q)™
|‘W£9||E: ||7T£9‘|Mr < ”g”H(Lg,Q)'

Therefore, we can extend m% by continuity on H(L}, ). This extension is
denoted by 7! and is a contraction by the previous equation.

Let g € H(LY, Q). Then by Theorem 3.1.18 there exists a sequence (gn)nen
in H!(Q)™, which converges to g. Therefore, we have

I T r o .
ITLgllar = b (7 gnllan = nlggo%gclrfﬂgllgn + Ellnezy o)

The triangular inequality yields
inf [lg+&| —llgn —gll < inf [lgo +k[| < inf [lg+&|+ llgn — gl
kek kek

r r r
keker 7y, er er my,

Hence, we have

||ﬁ£9“m = ke%(relfwr lg+Elwiso = nf g+ Elneyo (5.2)
L

k€ker 7r£

and consequently H(Lg ,€2) / ker 7} is isomorphic to ran7t. Since the quotient
space H(Lg ,€2) / ker WE is a Hilbert space, in particular complete, and Mp C

ran 7_T£ C Mr, we have Mt = ran 7‘r£. This makes My also a Hilbert space and
Mt a pre-Hilbert space.
Finally, equation (5.2) implies ker 7% = ker L. a
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Now we are able to define a complete subspace of H(L}, ) that is in some
sense 0 at one part of the boundary and the corresponding boundary space for
the other part of the boundary.

Definition 5.1.6. Let I'g,I'; C 092 be a splitting with thin boundaries and 7,
the extension of 7y, introduced in Lemma 5.1.5. Then we define

Hr, (LY, Q) :=ker7;° and Vpr, = ranﬁLyHFO (1.0)’

where we endow Hr, (L}, Q) with [z ,0) and Vor, with [|-|lv, o, = [l 774

Instead of Vp, 9o =ran7; = Mo we just write Vp,.

From now on until the end of this section we will assume that I'g,I'; C 99 is
a splitting with thin boundaries. By Lemma 5.1.5 Vy, is a Hilbert space.
Note that V r, and Mr, are not necessarily the same space. Although, we
have 7i;'g = 7ipg (in L2(9Q)™) for g € HY(Q)™ N Hr, (L}, Q), but we can only
_T _
say H7TL19HMF1 < ||7TL9HVL,F1~

Example 5.1.7. Continuing Example 5.1.2 yields Hr, (L}, Q) = Hp, (@)™ =
{f € H(Q)™ | 11,0 f = 0} which already appeared in the proof of Lemma 5.1.4.
Moreover, we have T, = 7o, ﬁEl = 1p,v, VL = H1/2(8§2), and Vpr, = {f €
HY2(0Q) | f|F0 =0}.

The next example shows that for L from Example 5.1.3 (Ly = rot) neither
of the “natural” boundary operators 7;, and I, can be continuously extended
to H(rot, Q) (= H(Ly,Q2)) such that the codomain is contained in L2(992). Note
that L,g = v x ¢ for ¢ € L2(0Q) and 7. f = (v X Yo f) x v for f € HY(Q).

Example 5.1.8. Let Q = (0, 1)3 and F: Q — R be defined by

e ||2/5 = (2% + a3 +a3) 7.

Then we define f = grad F', which is

140$1(9c1 +x2+x )~
f(l?) = 10‘732(‘7;1 +x2+$ ) /s
—gs(x} + 23 + 23) 7"

Hence, rot f = rot grad F' = 0. We will show that f is in L?(2)3:

1@ s / Zwo a0+ a) " do

100 (1‘1 + 1‘2 + 1'3) /s dx

<J.

V3
= 471/ r=* dr = 4n5r'/®
0

5 V3
(27 + 25 +23) P dz = 271/ / =512 cos O dr df
s -3
V3
< to00.

0
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Therefore, f is even in H(rot, 2). Let v denote the normal vector on 2. Then we
show that 1/ f| ., is not in L2(9Q)*: Note that v(¢) = [_81} on [0,1] %[0, 1] x {0}

Therefore,

—i5Ga(GE o+ G)
V()X fO) =] HG@E+@) | for ¢el0,1] x[0,1] x {0}
0

and consequently

/ 1(0) x FOIZC > / 1(0) x FOIBdC
o0

[0,1]x[0,1]x {0}
16

=100 g+e)"d
100 [0,1]><[0,1]( 1+e)

Since [0, 1] x [0, 1] contains the circular sector with arc 5 and radius 1, we further
have (by applying polar coordinates)

1 1
> EE/ r*14/57'd7":£7—t/ = dr
1002 /, 1002 /,

1
i 16 7'(57’74/5 B

Hence, f € H(rot, ), but v x f|,, ¢ L>(9€)*. Since

_%Cl(C% +¢3)~"
W(Q) x f(Q) x v(¢) = | —15G(¢G+¢3)~"| for (e[0,1] x[0,1] x {0},
0

we also have (v x f‘BQ) x v ¢ L2(0Q)3.

Lemma 5.1.9. The space Hr, (LY, Q) equipped with <"'>H(L579) is a Hilbert
space and H*(Q)™ N Hr, (L}, Q) is dense in Hr, (L}, Q). Moreover, Vi r, is a
closed subspace of Vi, and therefore also a Hilbert space.

Proof. By definition of Hr, (L}, ) and Lemma 5.1.5 we have

Hr, (LY, Q) = ker 71° = ker 71.° = HL(Q)™: N Hy, (L}, Q).

Note that ker 7, C ker 7T£07 since 7r£° = 1p,7r. Again by Lemma 5.1.5, we
have
ker 7, = kerm, C kemrg‘J = kerTrE".

Therefore, 71° o ;' : YV, — M, is single-valued (well-defined). For arbitrary
¢ €V and g € fr£1¢ we have

Ty  ——1 _ inf k < inf k = .
|70 omy ¢||MF0 ke;{gﬁo”g*' ||H(L5',Q) _keigrﬁLngL ||H(L5',Q) o[V,
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Hence, 7‘720 o 7?51 is continuous and ker 7‘T£° o 7‘r£1 is closed in Vp, and therefore
also a Hilbert space endowed with (-, )y, . The equivalences

1

) _— ——1 ) =
¢ ekerm;’omy & 7w, ¢ Ckerm’ & ¢€ranﬂL|kcrﬁ£0

—_—————
=Vr,r;

imply that Vr, r, is closed and therefore a Hilbert space. a

Proposition 5.1.10. The mapping 1r,L,yo: H(Q)™ — L2(T'y) can be ez-
tended to a linear continuous mapping

'z’51 : H(L67 Q) — Vi,l‘lv
such that [|L fllvy . < |flncs.0)-

Proof. Let f € HY(Q)™2. For g € HY(Q)™ N Hr, (LY, Q) we have by Corol-
lary 3.1.9

|, Lo f, Trg)zwyym | = [(Lovofs Trgdizooym | < I .o 19y o)
By Lemma 5.1.9 the subspace M = ranﬁ—L’Hl(Q)mlme o) S L2(Ty)™ of
o (L,

Vi, is dense in Vi r,. For ¢ € M there exists at least one g € H(Q)™ N
Hr, (Lg', Q) such that mpg = ¢. Hence, we can rewrite the inequality as

’<]1F1L1/70f’ ¢>L2(r1)m1} < ||fHH(La,Q) gEHl(Q)"”llI}WfHFD(LS7Q)||g||H(Lg’Q)

TLg=¢
= fllhzo.lI®llve v, -

We extend the mapping ¢ +— (Ir, L,yof, #)12(r,)m1 by continuity on Vp r, and
denote this extension by Z¢. Therefore, we have

Zr (@) < 1 lmczo. 10llve r, -

This means that the mapping f +— Z; from H'(£2)™2 to V/L,I‘l is continuous, if
we endow H'(Q)™2 with ||-[ly(z,.0). Once again, we will extend this mapping by
continuity on H(Ly, ) and denote it by LL*. Q

Instead of writing L? we will just write L,,.

Remark 5.1.11. Since Vp r, is a subspace of Vi g0 =V, every element_ of V}
can also be treated as an element of V; . By definition of LI and L, it is

easy to see that LI f = EVf|VL‘F1 or equivalently L't f and L, f coincide as

elements of V; 1 for f € H(Lp,Q2). Hence, we can say V;, CVir,- Since

|VL,1"1
Hahn-Banach gives the reverse inclusion we can even say V; ‘VL L= Vir, -
I ’

The reason for even defining L1t instead of just using L, is that the range of
its restriction to H(£2)™2 is also contained in L2 (T;), which will be important
for getting a quasi Gelfand triple.
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Corollary 5.1.12. For f € H(Ly,Q) and g € Hr, (L}, Q) we have
(Lof, g)12(ym + (f. LE g)2(0ym= = (L. f, TLIV, o Vir,
For f € H(Ly, Q) and g € H(L}, Q) we have

(Lo f. g)izym + (f LY ghizyme = (Lo f, L)V, vy
_ /= 7H
= Tf s Ly g)v, wvr,
Proof. Since H'(Q)™2 is dense in H(Ly, Q) and H(Q)™ N Hp, (LY, Q) is dense
in Hr, (L}, Q), the first equation follows from (5.1) by continuity. The second

equation is just the special case I'g = () and switching the roles of Ly and Lg'
yields the last equation. a

Theorem 5.1.13. The mapping L,: H(Lp, Q) — V} is linear, bounded and onto.

Proof. By Proposition 5.1.10 we already know that L, is linear and bounded
from H(Ly, ) to V7.

Let u € V) be arbitrary. Since 7, is continuous from H(LY, ) to Vr, the
mapping g — (i, Tr.g)y; v, is continuous from H(LY, Q) to C. Consequently,
there exists an h € H(L}!, Q) such that

(hy 9.y = (s TLghyy v, forall g e H(LY, Q).
For a test function v € D(2)"™* we have

0= (1, Tr0)v;, v, = (hy V)uezga) = (b v)z@ym + (L5, L5o) 2 (gyme
H H
= <h, U>D/(Q)77L17D(Q)7n1 + <L3 h, LB U>'D/(Q)7n2 7D(Q)mg

_ H
= (1= LoLEY,0) s s iy

This means LyLh = h in the sense of distributions. However, h € H(L}, )
implies h € L2(£2), which in turn gives LyLh € L2(Q)™, and Lih € L2(Q)™2.
Therefore, f = Lh € H(Ly, Q). By Corollary 5.1.12 for f = L}'h € H(Ly, )
and g € H(LY, Q) we have
(mLg)vy v = (b Puso) = (hghz@m + (L' h, LY g) 120y m

= ((I— LyLy)h, g)r2(ymi + (L LG, LIV, Vi,

(L (IHp) 7

- <LD (La h)? ’/TLg>v£7vL‘

=f

Hence, L, f = p and L, is onto. a

Corollary 5.1.14. The mapping LI : H(Ly, Q) — V/L,Fl ts linear, bounded and
onto.
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Proof. By Proposition 5.1.10 we already know that L is linear and bounded
form H(Lp,2) to V;. Remark 5.1.11 gives LVf|vL = LI f for f € H(Lp, Q)

and V= Vp which completes the proof. a

’VL,F17

Theorem 5.1.15. (V. r,,L2(T1), V] ) is a quasi Gelfand triple.

Proof. Let D, = ranwL|H1 (@m equipped with ||-||x, = [[-[[y,r, and let
To ’

D_ denote the corresponding set from Definition 4.1.2 with Xy, = L2(T).

Then by Remark 4.1.3 ||g||x_ = ||g||va_Fl for g € D_ and ranlp, L,y C D_

(by Proposition 5.1.10). By definition ran 1, L, is dense in L2(T;) and by
Proposition 5.1.10 and Corollary 5.1.14 also dense in V7 1 . Consequently, also
D_ is dense in both L2 (I';y) and V7, 1 . Hence, assertion (iv) of Proposition 4.1.8
is satisfied, and by Remark 4.2.9 the completions of b+ and D_ form a quasi
Gelfand triple with pivot space L2(I'1). By construction the completion of D
is Vi r,. By the density of D_ in V; 1 and [|glla. = ”g”V’L,rl for g € D_ the
completion of D_ is Vj .. a

Corollary 5.1.16. Ho(L}, Q) = Haa (LY, ) = ker 71, = ker L' and Ho(Lo, ©2) =
Hoa(Lo, Q) = ker Tpn = ker L.

Proof. For g € Ho(L}Y,Q) there is a sequence (gn)nen in D(2) converging to
g, which implies 7pg = lim,, oo Tr.gn = 0. Therefore, HO(Lg,Q) C ker7y, =
Hoo (LY, Q). On the other hand, if g € Hoo (LY, Q), then

(Lof, g)2(ym + (f> LY g)r2(oyme = (Lo f.7Lg)v; v, =0

for all f € H(Lyp,2). Hence, by Lemma 3.1.17 g € Ho(L}!,). Consequently,
Ho(LY, Q) = Haq (L}, Q). The second equality of the statement holds by defini-
tion and the third will be proven by the following equivalences

(TLg, )y, v, =0 forall o€ 1%
<7TL97L Dy v, =0 forall feH(Ly,Q)
<LH977FLHf>v' =0 forall feH(L,N)
< (L'g, ¢>V’LH,VLH =0 forall ¢ €V

g € kermp &

C.5.1,12

&g cker L.

Switching L with LM yields Hy(Ly, ) = Haq (Lo, ) = ker 7 n = ker L,. Q

5.2 Abstract Approach

This section we extract the essence of the previous and present an abstract
approach to boundary spaces with differential operators of arbitrary order in
mind.
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_A*l‘

Figure 5.1: Setting of Section 5.2

Let H,Hs be Hilbert spaces, Ay: dom Ay C Hi; — Ho and As: dom A; C
Ho — Hp be a densely defined and closed operators, such that A; C —A3.
Moreover, let D1, Dy be dense subspaces of Ho and Hq, respectively, such that
D; is also dense in dom A} for ¢ € {1,2} with respect to the graph norm.
Furthermore, let Xy be another Hilbert space and By: D1 — Xy, By: Dy — &)
are linear with dense range.

In this section we will show the following theorem

Theorem 5.2.1. Let Ay, Az, By and By fulfill the previous assumptions and
an abstract integration by parts formula:

(ALf, 93 + (f, A39)3, = (B1f, B2g)x, (5.3)
for f € D1 and g € Dy. Then we can construct a boundary triple (X,él,Bg)
for {1‘?3 ’%1} such that (X, Xy, X') is a quasi Gelfand triple.

Clearly, the previous setting with A1 = Ly, As = Lg, Bi =L, and By, = 7,
is an example of this setting.

Lemma 5.2.2. For f € Dy and g € Dy we have
[(B1f, B2g) x| < || fllazllg]

Proof. By (5.3), the triangular inequality and Cauchy-Schwarz’s inequality we
have

A3 -

‘<B1fa B29>XO| = |<A>{fa g>'H1 + <fu A§g>7{2’
< NALf I gl + (1 1o [ A2 gl 2,

< V143 £ 130 + 117130,/ 913, + 1145913,
= |1 £la; gl ;- Q
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Lemma 5.2.3. ker By is closed in Do with respect to |||

Aj-
Proof. Let (gn)nen be a sequence in ker By that converges to g € Dy with respect
to [|-]la;. Then for every f € Dy

[(B1f, B2g) x,| = [(B1f, B2(9 = gn)) x| < [1£11; 19 — gnl

Since ran B is dense in Xy, we have Bog 1 X and consequently g € ker B,. U

A;—>O

Therefore, ran By equipped with
¢llvan B, = inf{llg]la; | B2g = ¢} (5.4)

is a normed space. Its completion is a Hilbert space as the next lemma will
show.

A3

Lemma 5.2.4. the completion of ran By with respect to the norm (5.4) is
isometric isomorphic to dom Az/ker 32“'“*‘5 equipped with the factor norm
I[F1~N = inf{llglla5 | g ~ f}-

Proof. By Lemma 5.2.3 that ker Bs is closed in Dy w.r.t. |||
is a normed space. Moreover, we have

A3

as. Hence, D2/ yer B,

Mgl IDsy oy g, =, 0E g+ Fllag = [[B2gllvan 5,

ke€ker By

and therefore it is straight forward that [g]. +— Bag is an isometry from
D2/ ker B, onto ran B.
Consequently every completion of D2 / ker B, is also a completion of ran By

with [|*|lran B,- It is not hard to see that dom A;/ ker BQH'HAS is a completion of
DQ/ ker By - Q

We will denote the completion of ran By w.r.t. |||;anB, by X. We have
that By as a mapping from Dy equipped with ||-||.4; onto ran By equipped with
I|lvan B, is a contraction (||Ba|| < 1).

Lemma 5.2.5. We can continuously extend the mapping Bs to a surjective
mapping By: dom A5 — X, where dom A% is equipped with the graph norm.

Moreover, ||Bs|| <1 and ker By = ker BQHIHAE,

Proof. Since dom By = Dy is dense in dom A3 (w.r.t. |-||a3), the continuous
extension of B is defined on dom A% and still satisfies ||Bz| < 1. Clearly,

ker BQ”.HAE C ker B5 and on the other hand for g € ker B there exists a sequence
(gn)nen in Dy that converges to g (w.r.t. |-||az) such that lim, . Bagn = 0.
By the triangular inequality we have

inf P — «
keigrBZIIQﬂLkIIAQ lgn — gllaz

< inf k
< ot llga+ K

Ax
kEk 2

< inf [lg+Ellag + lgn — gllaz
B

" k€ker
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Hence,

0 = 1Baglla = lim|| Bagallan s = lim | inf _ lgn + kilag = _inf _ flg+

A3
which implies that g € FBQMA;. 0

Lemma 5.2.6. The mapping B1: D1 — Xy can be extended to a mapping
B;: dom A — X', such that for every f € D

Bif(¢) = (B1f,¢)x, forall ¢ € ran By

Proof. For a fixed f € Dy and ¢ € ran By we have [(B1f, ¢)x,| < || f]
by Lemma 5.2.2. Hence, we can extend the mapping

Ef: €Dy (Bif,d)x,

by continuity on X'. So Zy € & and f + E; is linear and bounded by ||| 4x.
Therefore, we can also extend this mapping on dom A7, we will denote this
extension by Bj. a

ol x

A7

Lemma 5.2.7. For f € dom A} and g € dom A} we have

(AT f, 9>7—t1 +(f, A39>H2 = <Blf, B29>X/,X-

Proof. By assumption D; is dense in dom A} w.r.t. the graph norm of A7.
Moreover, B; are continuous extensions of B; (w.r.t. the graph norm of A}).
Hence, the assertion follows by continuity from (5.3). a

Clearly this also implies 4; = —A§|ker B, and consequently dom A; =
ker By = ker BQH'”A;
Theorem 5.2.8. B, is surjective.

Proof. Let u € X' be arbitrary. Then ¢: g € dom A} — (u, Bag)xr x is an
element in (dom A3)" and therefore there exists an h € dom A3 such that
(, Bag)xr, 20 = (h, g) a,. For g € dom Ay = ker By we have

0= (1, Bag)xr,ns = (hy g) az = (h,g9)u, + (A5h, A59)m,
= <hvg>H1 - <A;h7Alg>H2’

which implies that A5h € dom A and h = AjA3h. Hence, we have for a
g € dom A3
<u732g>X’,X = <h7g>H1 + <A;h7A;g>H2
= (h, g)m, — (ATA3h, g) i, + (B1Ash, Bag) s x
= (h— AJA3h, ), + (B1ASh, Bag)ar x.-
=0

Consequently, 4 = By A3h and B is surjective. d
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Proof of Theorem 5.2.1. We define ﬁJr = ran By which is by assumption dense
in Xy. Moreover, ran By is also dense in X, and since its extension Bs maps
into X', we conclude that ran Bo C D_ (where D_ is the corresponding set to
D given by Definition 4.1.2). By construction of By, ran Bs is also dense in
X’. Hence, assertion (iv) of Proposition 4.1.8 is satisfied and by Remark 4.2.9
(X, Xp, X) is a quasi Gelfand triple. a

5.3 Boundary Triple for a port-Hamiltonian Sys-
tem

In this section we will show that there is a boundary triple associated to the
port-Hamiltonian differential operator (P + Py)H, which enables us to formulate
boundary conditions that admit existence and uniqueness of solutions. In
particular, we can parameterize all boundary conditions that provide unique
solutions that are non-increasing in the Hamiltonian.

Recall the setting in Section 3.2. We had the following PDE:

0 "9
500 => ag PHO(.0 + PH(O2(t0),  teRCED,
=1

z(0,¢) = zo(C), (e,
where we assume that P, = [LOH Lol} for i € {1,...,n}, see Assumption 3.2.2.

We wrote this system as an abstract Cauchy problem:
z(t) = (B + Po)Hx(t), x(0)= o,

so that we can use semigroup theory to characterize solvability and uniqueness
of solutions.

In (3.5) we have already found an almost boundary triple for B + Py (note
that Py is skew-adjoint, therefore (Pyx,y) + (x, Pyy) = 0). We had

(B + Po)x,y) + (@, (P + Po)y) = (Luyoxrn, Yoyrh) + (Yoxw, Luyoyr)-

We will see that we can extend this to a boundary triple such that the boundary
spaces establish a quasi Gelfand triple with L2(92) as pivot space.

Lemma 5.3.1. Let P and L be as in Assumption 3.2.2. Then
Vp =V, xVin and Vp =V} x Viu.
Moreover, -
p = [7TOL 7?2»4] and B, = [f?y %’] .
Proof. Note that mp is defined as the orthogonal projection on ran F,. Since

P = [ M fg} we can easily derive 7p = [”OL 2 } By definition Vp is the
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completion of ranmp with respect to the range norm. We will denote the
completion of a normed space S by S. Thus,

Vp=ranmp =ranmy X ranmpn = ran7wy X ranmwpu = YV X VrH.

Clearly, this implies Vi = V7 x V7, and 7p as the continuous extension of 7p =

[WOL ﬂSH} equals [ﬁOL ﬁSH ] Finally, the continuous extension P, of B, = [ L(j':' LO”}
equals [ EOH LO” } . a

Recall the splitting = [%" ]. Accordingly, we introduce Ha = [(Z;{ISZ)LLH ] for
x € HHH(P,Q)), so that

La(Hx)L

Pa%x - [Lg (Hl’)LH

] ) [0 I/u] Ha = L,(Hz)L, [7_TL 0] He =7 (Hz)pn.

The next theorem gives us a boundary triple for the port-Hamiltonian
differential operator, such that the boundary spaces establish a quasi Gelfand
space with L?(02) as pivot space. Recall that X3 is L2(Q)™ equipped with

(T, ) a = (T, Hy)12(0)-
Theorem 5.3.2. The operator
Ag=—(Py+ Py)H, domAy:=H *(kerB)
1s closed, skew-symmetric, and densely defined on Xy . Its adjoint is
Ay = (D) + Py)H, domAf=H '(H(P,Q)).

Let B; = [ﬁL O] H, By = [O Ey] H. Then (Vr, B, Bs) is a boundary triple
for A§.

Proof. We define A as (Py + Po)H with dom A = H~'(H(P,Q)) on Xy. By
Lemma 3.1.5 Py: H(P, Q) C L2(Q)™ — L2(Q2)™ is a closed operator. Since H is
a bounded operator on L2(Q)™, and Xy and L2(£2)™ have equivalent norms, it
is easy to see that A: H~ (H(B,Q)) C &y — Xy is closed. The adjoint of A
can be calculated by

A% = (B + Po)H) % = HH((Ry + Po)H) " H = (B + P )H

and according to Remark 3.1.7 we have Pa*L2XL2 = _P‘9|do JREMER where
m Ly
dOsz;LQXLQ C H(P, ). Hence,
A* = _(P('? + PO)/H’H,l(domPO*LQXL?) = - |7-[*1(domP8*L2XL2) Cc —A.

Since A is closed, we have A** = A. Consequently, A* is skew-symmetric on
Xy
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Now we know that A is the adjoint of a skew-symmetric operator. So we can
talk about boundary triples for A. First we note that

ran [g;] =ran7y xran L, =V x V}.
Since H is self-adjoint and P, is skew-adjoint, we have for z,y € dom A

<A$, y>XH + <$, Ay>X”H
= (BHx, Hy) 2 + (Hx, PyHy), 2

by the the identity Py = [ Log LOO] and Corollary 5.1.12 we further have

g D, e e,
= (Lo(Hx) L, (Hy) )= + ((He)n, LY (Hy) v ) o
+ (LY (Ha) pw, (Hy)L)» + <(H$)LH7L5|(HZ/)L>L2
= (L, (Ha) L, 7L (Hy) pu)vy, v, + (T (He) pw, L (HY))v, v,
= (Bax, Biy)v, v, + (Biz, Bay)v, v, -

Therefore, (Vr, B1, Ba) is a boundary triple for A.
By Lemma 2.4.5 dom A* = ker By N ker By, which is equal to

ker B1 Nker By = Hfl(ker [ﬁL 0} N ker [O I_/l,] ) = Hfl(kerﬁ,; X kerf/,,).

By Corollary 5.1.16 this is equal to 7~ (ker L} x ker L,,) = H~! (ker F},). Hence,
A* = Ap and A} = A. u

Theorem 5.3.3. Let Aj be the operator from the previous theorem. Then
Vo, [ﬁL 0] H, [0 Lyrl] H) is a boundary triple for

A=Al (Hro (LY.Q)xH(Lo.2))"
Proof. Since we already have a boundary triple for Af, we can show that A is
the adjoint of a skew-symmetric operator by Corollary 2.4.11 (iii). Hence, we
have to check, whether [9 ] Ct CCin Vy x V;, where C is the corresponding
relation to the domain of A according to Corollary 2.4.11. For By, By being the

mappings from the previous theorem we have (Note that V, p, is a subspace of
Vr; Lemma 5.1.9)

C= [gl] dom A = VL,Fl X V}J
2

{(I) é:| CJ' = {0} X Vi—,IH Q VL-,F1 X Vi =_C.
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For z,y € dom A we have, using Remark 5.1.11,
(Biz, B2y)y, v, = <7?L(7{I)LH,EV(HZJ)L>VL)VL
= <7?L(HI)LH,EEI (Hy)L>VL,F1,V}, r

(e a0 L) Ho)y,,

which yields item (ii) in Definition 2.4.1. By ran [WOL igl }

v

Heg (LY Q) xH(Lo.)
Vir, X Vi p,, the remaining item (i) is fulfilled. Q

With the next theorem from [28, Theorem 2.5] we can characterize boundary
conditions such that an operator A that possesses a boundary triple generates a
contraction semigroup.

Theorem 5.3.4. Let Ag be a skew-symmetric operator on a Hilbert space X
and (B, By, B2) be a boundary triple for A§. Furthermore let K be a Hilbert
space, Wg = [Wl Wg], where Wi, Wy € L, (B,K), and A = Aj where

|domA’
B .
domA = ker Wg [B;] If ranWy — Wy C ran Wy + Wy then the following
assertions are equivalent.
(i) The operator A generates a contraction semigroup on X.

(ii) The operator A is dissipative.

(iii) The operator Wi + Ws is injective and the following operator inequality
holds

WiW3 + WaW; > 0.

We will reformulate this theorem to fit our situation.

Corollary 5.3.5. Let K be some Hilbert space and W = [Wl Wg] Vo, X
Vir, = K a bounded linear mapping such that ran Wy — Wy C ran Wy + Wa.
Let

D= {z € H ' (Hr, (L}, Q) x H(Ly, )
Wi [t O] Hz+Wo¥ [0 LI Ha =0},

where U: V’L,Fl — Vi, 15 the duality mapping corresponding to the quast
Gelfand triple. Then the following assertions are equivalent.

i) (B + Po)’H|D generates a contraction semigroup.
(ii) (P + Po)H|,, is dissipative.

(iii) The operator Wi + Wy is injective and the following operator inequality
holds
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Note that by Theorem 5.3.3 the port-Hamiltonian differential operator PyH
has the boundary triple (Vp r,, [72 0]H, [0 LIt JH). Additionally, (Vp r,,L2(I),
V’L’Fl) is a quasi Gelfand triple. The previous results characterize dissipative
boundary conditions (and therefore existence and uniqueness of solutions) in
terms of the boundary spaces Vr r,, which posses a slightly unhandy inner
product/norm. This makes it sometimes impracticable to check the conditions
of the previous results. Fortunately, in Theorem 4.4.6 we have already shown
that we can formulate the boundary conditions also in terms of the pivot space
of the quasi Gelfand triple, thus in L2(T';). Moreover, in Example 4.4.8 we have
given concrete boundary operators that fulfill all conditions of Theorem 4.4.6.

Theorem 5.3.6. Let M be a linear positive operator on L2(Ty). Then A =
(B + Py)H with domain

domA = {x € H_l(HFO(Lg,Q) x H(Lg,Q)) | 7r(Hx)pn + ML/(,HQU)L =0}

generates a contraction semigroup. Its adjoint is given by — (P + Po)H restricted
to

dom A* = {z € H ' (Hp, (L}, Q) x H(Ly,Q)) | 7r.(Hx) g — ML, (Hz)r, = 0}.

Note that 7 (Hz)m + ML,(Hz)r, = 0 and 7p(Ha)pw — ML,(Hz)r, = 0
implicitly imply that each summand is in the pivot space L2(T';) (Theorem 4.3.5).

Proof. We want to apply Theorem 4.4.6. Hence, we need a boundary triple,
which dual pair comes from a quasi Gelfand triple. By Theorem 5.3.3

Ve, [7r 0, [0 L))
is a boundary triple for (P + Pp)H with domain H~!(Hr, (LY, Q) x H(Ls, Q).
Moreover, (V. r,,L*(T'1), V] p,) is a quasi Gelfand triple. In Example 4.4.8 we
checked that the boundary operators V3 = I and V5 = M satisfy the conditions of
Theorem 4.4.6. Hence, by Theorem 4.4.6 the operator A generates a contraction

semigroup.
By Lemma 4.4.9 the adjoint of A is given by — (P + Py)H restricted to

{z € H ' (Hr, (L5, Q) x H(Ly, Q)) | M~ 7L (Ha) v — L, (Hz) = 0}.
Applying the operator M on the boundary condition yields the claim. a
Corollary 5.3.7. The port-Hamiltonian system with boundary condition

7L (Hx)pn + M(Hx), =0
possesses a unique mild solution for every initial condition in L(Q)™.

Proof. This is just an easy consequence of Theorem 5.3.6. d
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5.4 Conclusion

For the port-Hamiltonian operator (P + Py)H, there exists a boundary triple
VL, [72 0],[0 L. ]) such that (Vp,L2(09),V}) is a quasi Gelfand triple. Hence,
we can characterize every boundary conditions such that (P + Py)H generates
a contraction semigroup in terms of the boundary space V;. However, we
can also characterize boundary conditions in the pivot space L2(9€2) such that
(P + Py)H generates a contraction semigroup by Theorem 4.4.6. In any case we
have existence and uniqueness of solutions. Moreover, the Hamiltonian along
solutions is non-increasing. This can be seen by

1

H(w(t)) = gla0l3y, = 31T~ s)a(s)le, < 5le(s)l, = Hlxls)), s<t,

as T (the semigroup generated by (P + Py)H) is a contraction semigroup.

Instead of using a semigroup approach to show existence and uniqueness of
solutions we could have used the tools of [37], which provide a more general
approach. The crucial property is that PyH (with adequate boundary conditions)
is a maximal dissipative operator.
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Chapter 6

Boundary Control and
Observation Systems

We will recall the notion of boundary control systems, scattering passive and
impedance passive in the manner of [35]. We will show that a port-Hamiltonian
system can be described as such a system. This concept already provides solution
theory (see i.e., [34, Lemma 2.6]). It is well known that every scattering passive
boundary control system induces a scattering passive well-posed linear system.

Finally, we will show that port-Hamiltonian systems, with the input and
output function that were indicated at the beginning, can be described as such
boundary control and observation systems, either scattering passive or impedance
passive.

6.1 Basics
G

Definition 6.1.1. A colligation E := ([}Ié}, [%D consists of the three Hilbert

spaces U, X, and Y, and the three linear maps G, L, and K, with the same
domain Z C X and with values in U, X', and ), respectively.

Definition 6.1.2. A colligation = := ([%}, {%D is an (internally well-posed)

]

boundary control and observation system, if

(i) the operator [ICLH is closed from X to {

<LxR

(ii) the operator G is surjective, and

(iii) the operator A = L‘ker ¢ generates a contraction semigroup on X.

We will sometimes use boundary control system as an abbreviation for bound-
ary control and observation system

In literature you will also find the term boundary node for what we have
defined as boundary control and observation system.

95
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t=Lr —

Figure 6.1: Boundary control and observation system

We think of the operators in this definition as determining a system via

u(t) = Gx(t),
#(t) = Lx(t), x(0) = xo, (6.1)
y(t) = Ku(t)

Figure 6.1 illustrates this system. We call U the input space, X the state space,
Y the output space and Z the solution space. Normally, the input space U and
the output space ) are boundary spaces.

Definition 6.1.3. Let = = ([g}, [%D be a colligation. If = is a boundary

control and observation system such that
2Re(Lz,z)x + ||[K2|3 < |Gzl for z€ Z, (6.2)

then it is scattering passive and it is scattering energy preserving, if we have
equality in (6.2).
We say Z is impedance passive (energy preserving), it Y =U', U: U — U is
B L (G+UK)
the unitary identification mapping and = := ({ L ] ; |:X ]) is scattering
5 (G-VK) u
passive (energy preserving).

Note that an impedance passive (energy preserving) colligation Z does not
need to be a boundary control and observation system. If &f = ), then ¥ is the
identity mapping.

We defined impedance passive (energy preserving) for a colligation not directly,
but by its external Cayley transform. This prevents difficulties with boundary
control and observation systems as already remarked. Normally we would ask
for

Re(Lz,x)x < Re(Gz, Kz)y.y,

where (U,)) is a complete dual pair. This would also allow U and Y to be
Banach spaces.
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6.2 Port-Hamiltonian System as Boundary Con-
trol and Observation System

Corresponding to a port-Hamiltonian system we want to introduce the following
operators

Gp= Si[rr O]H:H "(H(],Q) C Xy — SVy,

L, = (B + Po)H: H™ ' (H(P, Q) € Xy — Xy,

Ky = (S*)Z' [0 L)H: H ' (H(B, Q) C Xy — (SVL),
where S € L£,(L2(09)™1) is boundedly invertible, and S and (S*)~" denote their
extension on Vy, and V; respectively (see Corollary 4.4.2). By Lemma 4.4.5 also
G, and K, establish a boundary triple for L, restricted to Hr, (L}, Q) x H(Ls, Q)
and (S Vo r,, SLZ(T1), (S+Vir,)") is a quasi Gelfand triple For simplification

S can be imagined to be the identity mapping. We still have I'g, "1 as a splitting
with thin boundaries of 92.

Definition 6.2.1. We say the colligation

cl@l] ru
== L, 3| Xn
k@] LY

is a port-Hamiltonian boundary control and observation system, where G and K
are linear mappings from SV, X (S1 V1)’ to Hilbert spaces U and Y, repectively.

In particular we will regard
Gzt =21 and KI[7l] = o,

and 1 1
Glz] = E(m +a2) and K[3]= E(Qfl — x2),

where in the second case we have to specify the solution space such that x; 4+ z2

and x1 — xo is defined.

Gp S+Vr,ry
Corollary 6.2.2. The colligation = = ([Lp } [ Xy }) with solution
Ky (S+Vr,ry)

space
Z =M (Hr, (LY, Q) x H(Ls, Q)
18 a boundary control and observation system. Moreover, it is impedance energy

preserving.

Proof. Since Ly, is closed on X3 with domain Z, and G}, and K, are continuous

. T. .
with the graph norm of L, we have [Gp L, Kp] is closed. By construction G},
with domain Z maps onto S;Vp r,. Since G, is one operator of a boundary
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triple for Ly, the restriction LP|ker . 1s skew-adjoint and therefore a generator
P
of a contraction semigroup.

We denote Y = Sy Vrr, and Y =U" = (SyVrr,) and we write ¥ for the
duality map between ¢ and Y. Note that (U, Gp, K},) is a quasi Gelfand triple
for L. Therefore,

2Re(Lpx, ) x,, = 2Re(Gp, Kpr)y, v, = 2Re(Gpz, VK 7))y,
1
3 (Gpw, Gpa)u + 2Re(Gpx, VK2 )y + (P Kz, VK z)y)
1
_ §(<G z,Gpa)y — 2Re(Gpx, VK 2)y + (VKpz, VK, x)y)

Gp + V)|, — || 2(Gp — UK, )]

= |75 175

5 \F(G +~1/Kp)
which makes = = ([ ] a scattering energy preserving colligation.
I(G Yok )

Thus, = is impedance energy preserving d

Proposition 6.2.3. Let R € L,(SL2(T'1)) be coercive. Then the colligation

(1]

(Gp+RKp) u
= <{ Ly }; [z"%}) withd =Y = SLE(T'1) endowed with || f|u =
1 (Gp-RE) ] LY

Iflly = ||R Y2 f|| L2 and solution space
Z={zeH '(Hr,(L§,Q) x H(Ly,Q)) | Gpz, Kpx € SLZ(T1)}.
is a scattering energy preserving boundary control and observation system

Proof. Let (z,,[Gpxn  Lpwn Kprn] )nen be a sequence in [Gp, L, Kp|T
(restricted to Z) that converges to (z,[f y g¢]7) € Xy x U x Xy x U. Since
L, with domain H(F,) is a closed operator and Hr, (L, ) x H(Ly, Q) is
closed in H(P, ), we conclude that € H ™ (Hp, (LY, Q) x H(Lp,Q)) and
y = Lyz. Hence, Gz, converges in S;Vr, to Gpx and in SL2(T) to f.
Since (S+Vrr,, SL2(T1), (S4Vrr,)') is a quasi Gelfand triple, we have Gpz = f.
Analogously, we conclude K,z = g. Therefore, z € Z and [G, L, Kp|'
is closed, which implies that also [%(GP + RK,) L, %(GP - RKP)]T
closed.

By Example 4.4.8 and Theorem 4.4.6 Lp’ker

tion semigroup.

L (Gp+RK,) generates a contrac-

The surjectivity of [Ici‘j] and Example 4.4.8 gives the surjectivity of %(Gp +
RK,).
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Since (Vr, Gp, Kp) is a boundary triple for L, we have

2Re(Lpx, x) x,,
=2Re(Gpz, Kpx)y, v, = 2Re(Gpr, Kpa) 12 (1))
1
= §((R‘leac, Gpa)12 + 2Re(Gpa, Kpx) 12 + (RKpz, Kpa) 2)
1
— —((R"'Gpz, Gpz) 12 — 2Re(Gpw, Kyx) 12 + (RKpx, Ky 2)

[\]

= |56y + RK )z}, - | 45(Gy — RE )z},

which makes = scattering energy preserving. a
Remark 6.2.4. Clearly, the previous proposition holds also true for the oper-
ator triple [%(RKP +Gy) Ly %(RKP - Gp)]T and for G, and K, being

swapped. Moreover, replacing L, by L, + J, where J € Ly,(Xy) is dissipative,
yields a scattering passive system.

Hence, the port-Hamiltonian system with input u and output y described by
the equations

\/gu(t,C) =TL (H(C)Z‘(t, C))LH + RL, ('H(C)l‘(t, C))L7 le RJrv C € F17

0(t.0) = 3 SEP(H(Cs(6,0) + B(H(Oa(t,0)). ¢ € Ry CE R

6.3
V2y(t, Q) = 7 (H(O2(t,)) o — RL, (H(Q)2(t,)),,  tE€Ry, (e, 0
0= L (H(C)x(t? C))LH) t e R-i—ac € FOa
I(O,C):xO(g)? e,

is scattering passive and in particular well-posed, as the following corollary will
clarify. The mappings 7, and L, are used a little bit sloppy. There is always a
pointwise a.e. description for these mappings, but due to compact notation we
use 7y, and L, .

Corollary 6.2.5. The system (6.4) can be interpreted as the scattering energy
preserving boundary control and observation system

75 (GptRKp) u
Ly 3| A ;
75 (Gp—RKp) v
with the assumptions of Proposition 6.2.3 and S =1. Replacing L, with Ly + J

for a dissipative J € Ly,(Xy) yields a scattering passive boundary control and
observation system.

Corollary 6.2.6. With the setting of Proposition 6.2.3 the colligation

Gp SL2(Ty)
(51057
Ky SLZ(Ty)
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with solution space
Z={x e H ' (Hr, (LY, Q) x H(Ls,Q)) | Gpz, Ky € SLE(T')}
is impedance energy preserving.
Proof. This is a direct consequence of Proposition 6.2.3 for R = 1. d

Note that the colligations in Corollary 6.2.2 and Corollary 6.2.6 are the same
but the solution spaces are slightly different. The colligation in Corollary 6.2.6
is in general not necessarily a boundary control and observation system.

Hence, the port-Hamiltonian system with input u and output y described by
the equations

u(tv C) =RL, (H(C)Z‘(t, g))La te R+,< eIy,
7.0 = 3 S P(H(O(t.0) + A(H(Ou(t.)). tE R (D,
= 6.4
Y(0) = mi (O, 0)) teRycery, Y
OZWL(H(C)x(t7C))LH> tERJmCE F07
!L'(O,C):(E()(C)7 4697

is impedance energy preserving.

6.3 Wave Equation

This section can be seen as a continuation of Section 3.3. For convenience we
recap the assumptions. Let 2 C R" be as in Assumption 3.1.1 and 'y, I'; is a
splitting with thin boundary of 9 (Definition 5.1.1). Let p € L*°(€2) be the
mass density and T' € L*°(Q)"*™ be the Young modulus, such that % € L>(),

T(O" =T(¢) and T(¢) > 61 for a § > 0 and almost every ¢ € Q.
In Section 3.3 we have already seen, that we can rewrite the wave equation
as a port-Hamiltonian system. The wave equation

2

@w(t, 5) = i div (T(f) grad w(t, g))a

p(§)

can be formulated as a port-Hamiltonian system by choosing the state variable

— z (t»C) — & ’(t7C) 3
2(t,0) = [ 209 ] = [ 25709 ] Then the PDE looks like

0 div][; ©
= T
grad 0 0 T
——
=h =H

This is exactly the port-Hamiltonian system we get from choosing L as in
Example 3.1.3. From Example 5.1.2 and Example 5.1.7 we know that the
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boundary operators are 7o and the extension L, of L,y = v-~yy. We will denote
the normal trace I, by ~,. Therefore,

VBu(t, ) = Q) (T(Qradwlt, ) + grult,), TRy CET),

2 it = % div (T(€) grad w(t, €)). teR, CeQ,
VEy(1,€) = Q) - (T(Q) gradw(t,Q)) — orw(t, (), 1R, CETy,
O:%w(t,o, teRy, (€T,

w(0,0) = wo(¢), cen

o 0(0,€) = wi Q) ce,

can be modeled by a scattering passive and well-posed boundary control system,
by Corollary 6.2.5. In the port-Hamiltonian formulation this system is described
by

) = == (3 Ta®) + 0k (). =
(t) = {gr(; . d(ﬂ Ha(t), LR,
y(t) = % (%T932(t) + WO%M(??))’ teRy,
z(0) = xo,

where we choose the solution space as

Z ={z e H '(H}, () x H(div, Q)) | yoz1, 7 T2 € L*(T1)}. (6.5)

Moreover, with different input and output operators we have by Corol-
lary 6.2.6 the impedance passive boundary control system

u(t,¢) = v(¢) - (T(¢) grad w(t, C)), teRy, ey,
g—;w(t,f) = % div (T'(€) grad w(t, €)), teR;, (€,
y(t7C) = %’W(t,é’), t€R+7< Erlv

0
Ozaw(taC)a t€R+7<€FO'
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Again in the port-Hamiltonian formulation this system is described by

u(t) = v Txa(t), te Ry,
v | 0 div

z(t) = [grad 0 ] Hax(t), teRy,
y(t) =v0521(), te Ry,

x(0) = xg
with solution space either (6.5) or
Z =M (Hp, (Q) x H(div, Q)

depending of whether we use Corollary 6.2.6 or Corollary 6.2.2. Thus there
are two ways of describing the wave equation as impedance port-Hamiltonian
boundary control and observation system.

In any case (scattering energy preserving or impedance energy preserving)
[gr%d dé"]?—[ with boundary condition 70%371 4+ vwTxy = 0, v,Txs or 70%301
generates a contraction semigroup.

6.4 Maxwell’s Equations

This section is continuation of Section 3.4. However, we will recall the most
important things. Let 2 C R3 be as in Assumption 3.1.1 and L = (L;)?_; be
as in Example 3.1.4. In this example we have already showed Ly = rot and
L, f = v x f. The corresponding differential operator for the port-Hamiltonian

PDE is
P 0 Lyl | O rot
7Ly 0| |~rot 0|
We write the state as z = [B], where D, B € K3. We also want to introduce the

positive scalar functions €, u, g and r such that

1 1 1
€ —, 1, —,g €EL®(Q) and r,— € L>(Ty).
e r

1

Furthermore, we define the Hamiltonian density by H(() = [ < 0 ] , where

0 u(lC)
each block is a 3 x 3 matrix. At last we define [E]:=H [B], so that we have

the same notation as in [64].

The projection on ran L, is given by g — (v X g) X v, therefore 7y, is the
extension of g — (v X y0g) x v to H(L}!, Q). The mapping 7, from [64] can be
compared with 77, but is not exactly the same, since they have different domains
and codomains. We have m,: H(Q)3 — V, C L2(0Q)3 and 71,: H(rot,Q) — Vr,
is its extension, if we change the norms in the domain and codomain of .
However, V;, cannot be embedded into L2(9%2)3.

For this particular L we denote L, by ., and 7, by 7,.
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Note that by Example 5.1.8 neither ~, nor vfx ! map even into L2 (I'y), therefore
it is really necessary to use a quasi Gelfand triple instead of an “ordinary” Gelfand

triple.

The corresponding boundary control system is a model for Maxwell’s equa-

tions in the following form

V2u(t,¢) = r(Qv(¢) x H(t,¢) + (v(¢) x E(t,{)) x v(¢), teRy, €Ty,
2D(1,) = rotHI(1,¢) — g(C)B(1C), teRLCEQ,
%B(t,():—rotE(t,C)7 teRy,Ceq,
V2y(t,¢) = r(Qv(¢) x H(t,¢) — (v(¢) x E(t,¢)) x v(¢), t€Ry, (€T,
OZ(”(C) XE(t’C>)XV(<)a teR4, (€T,

D(0,¢) = Do(¢) (e,
B(0,¢) = Bo(¢) Ceq,

and is scattering passive by Corollary 6.2.5, where we set J = [_Og 8] H.

Note that, following the trick in [64, Proposition 6.1], Gau}’s law divD = p
is satisfied by simply defining p by this formula and Gauf’s law for magnetism
divB = 0 is automatically satisfied, if the initial condition satisfies it. This
can be seen, if we apply div on both sides of %,uH = —rot E and noting that
div uH = divB is constant in time (divrot = 0). This has to be understood
in the sense of distributions. However, for classical solutions this can also
be understood in the classical sense. We will explain this in more detail in
Section 8.5.3, where we separate the static solutions from the dynamic solutions.

In the port-Hamiltonian formulation this system looks like

u(t) = 75 (rym ¢B +7-,;D),

with solution space
_ [[D®)]
2={[n0)
6.5 Mindlin Plate Model

This section is a continuation of Section 3.5. Nevertheless, we will recall the
setting. Let Q C R? be as in Assumption 3.1.1. Let us consider the differential

€ eHr, (rot, Q) x pH(rot, ) | vx, %B/}/TiD € L2(1"1)}.
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operator I and the skew-symmetric matrix Py given by

00 0/0 0 0 & 8] 00 0 00O0O0OTO
00 0|&h 0 9 0 0 00 0 00010
0 0 0/0 & & 0 0 00 0 000GO0°1
p—|0 & 00 0 00 0], |00 000000
9710 0 8]0 0 0 0 0% fo 0o 0 0000O0|
0 8 |0 0 0 0 0 00 0 00O0O0O
9 0 00 0 0 0 O 0 -1 0 00000
(9, 0 0|0 0 0 0 0 | 0 0 -1 000 0 0]

It is easy to derive the corresponding P = (P;)?_; and L = (L;)?_;. We define a
Hamiltonian density by

% 0 0 00 0 0 07
P
0 % 0 00000
2
0 0 2% 00000
-] 0 0 0 00
o0 o Dy ool
0 0 0 00
0 0 0 000
_ooooooDS_

where p, h are strictly positive functions, Dy(() is a coercive 3 X 3 matrix and
D, (() is a coercive 2 x 2 matrix, such that all conditions on H in Definition 3.2.1
are satisfied. We have written (in Section 3.5) the state variable x as

. h® h® T
o= |phv PT3W1 PIzW2 K11 K22 Ki2 71,3 72,3
and defined
T
e=Ha=[v wi wy My My My Q1 Q2 .

Thus, we can write the port-Hamiltonian PDE

0 0
5% = (P + Py)Hx as HE= (B + Py)e.

The corresponding boundary operator is

fi y,[f4:|

0 0 0 Vy Vg f2 fs

Lf=lm 0 v 0 0 f] =y 0]
0 Vo 7 0 0 f4

fs V[;ﬂ

Since ||[¥(¢)]] =1, at least v1(¢) # 0 or v2(¢) # 0. This can be used to show that
ran L, = L2(09Q)3. Therefore, 7, is the extension of the boundary trace operator
Yo to H(LY, ).
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Since there is no direct physical meaning to the boundary variables

L@
v [Qz} v
[O Ll,]e: v- {%1;} and [7TL O]e: wy |,
My 2 W2
v 3]
. . 10 0
we define 7 == [7};2] and apply the unitary transformation S = [8 vi Vz} to
—V2 V1
obtain
Ql}
I/ .
Q. [QZ v v
M,,|=5|u. {%i;] and  |w, | = ()7 |w ],
M, ' Wy, S w2
. [ M =
3]

which have a physical interpretation; see [8]. Hence, by Corollary 6.2.6 the
system

= [Q, M, M,,]", on Ry x Iy,
g = (R + Re, on Ry x €,
o w, wy), on Ry x T,
—[v w, w]", on R x I,

for the Mindlin plate is impedance energy preserving, which is exactly the system
in [8].
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Chapter 7

Stabilization of the Wave
Equation

We investigate the stability of the wave equation with spatial dependent coef-
ficients on a bounded and connected multidimensional domain. The system is
stabilized via a scattering passive feedback law. We show that the system is
semi-uniformly stable, which is a stability concept between exponential stability
and strong stability. Hence, this also implies strong stability of the system. In
particular, classical solutions are uniformly stable. This will be achieved by
showing that the spectrum of the port-Hamiltonian operator is contained in the
left half plane C_ and the port-Hamiltonian operator generates a contraction
semigroup. Moreover, we show that the spectrum consists of eigenvalues only
and the port-Hamiltonian operator has a compact resolvent.

This chapter is the result of joint work with Birgit Jacob [24].

7.1 Introduction

Recall the setting of the wave equation in Section 3.3. We had the Young’s
elasticity modulus 7': Q@ — C™*", which is a Lipschitz continuous matrix-
valued function such that 7'(¢) is a positive and invertible matrix (a.e.) and
T, T~ € L>®(2)"*". Moreover, we had the Lipschitz continuous mass density
p: Q — R, that satisfies p, p~ € L°°(£). In this chapter we investigate stability

107
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of following boundary control system

ow

U(t,C):E(t,C), tZO,CGFla
1

T .0 = s dv (O radu(t (). ¢>0.00
w(t, ¢) = h(¢), t>0,¢ €T, (7.1a)

w(0,¢) = wo(¢), (e,

0. >—w1<<>, ceq,

y(t,¢) = ( <), t>0,¢eTy,

with feedback law

u(t7 C) = _k(C)y<t’ C)7 t> OaC S Fla (71b)

where u and y are the boundary control and observation, respectively and 2 C R™
is a bounded and connected domain with Lipschitz boundary 9Q = Ty UT; with
I'yNI'; = 0, T’y and T'; are open in the relative topology of OQ and the boundaries
of Ty and I'; have surface measure zero. Note, that I'g and I'; do not have to be
connected. Furthermore, w(t, () is the deflection at point ¢ € Q and ¢ > 0, and
a profile h is given on I'g, where the deﬂection is fixed. The vector v denotes
the outward normal at the boundary and aTu w(t, ) =T(v(¢) - gradw(t, () =
v(¢) - T(¢) gradw(t,¢) is the conormal derivative. Further, k: 'y — R is a
measurable positive and bounded function such that also its pointwise inverse
El = % is bounded. Finally, wg and w; are the initial conditions.

Stability of (7.1) has been studied in the literature by several authors, see
e.g. [3, 23, 29, 52]. Strong stability has been investigated in [52]. Further,
exponential stability of the wave equation with constant 7" and p has been shown
in [29] using multiplier methods. For smooth domains, in [3] the equivalence of
exponential stability and the so-called geometric control condition was shown
by methods from micro-local analysis. In [23] this system also appears in port-
Hamiltonian formulation, but with constant T and p and C2 boundary. Under
these restrictions it could be shown that this system is even exponential stable.
However, semi-uniform stability, a notion which is stronger than strong stability
and weaker than exponential stability, of the multidimensional wave equation
with spatial dependent functions p and T" on quite general domains has not been
studied in the literature.

We aim to show semi-uniform stability of the multidimensional wave equa-
tion (7.1) using a port-Hamiltonian formulation. Semi-uniform stability implies
strong stability, and thus we extend the results obtained in [52]. To prove
our main result we use the fact that semi-uniform stability is satisfied if the
port-Hamiltonian operator generates a contraction semigroup and possesses no
spectrum in the closed right half plane.
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We proceed as follows. In Section 7.2 we model the multidimensional wave
equation as a port-Hamiltonian system with a suitable state space. The main
results concerning stability are then obtained in Section 7.3, where we analyze
the spectrum of the differential operator of the port-Hamiltonian formulation.
We will see that finding points in the resolvent set is linked to solvability of
lossy Helmholtz equations. We will show that our operator has a compact
resolvent and its resolvent set contains the imaginary axis. At that point we can
apply existing theory to justify semi-uniform stability. Finally, used notations
and results on Sobolev spaces and Gardings inequalities are presented in the
Appendix.

7.2 Port-Hamiltonian Formulation of the System

In order to find a port-Hamiltonian formulation of our system, that is suitable
for our purpose, we split the system (7.1) into a time independent system for
the equilibrium and a dynamical system with homogeneous boundary conditions.
The time static system for the equilibrium is given by

divT(¢) grad we(¢) = 0, e,
we(c) = h(C>7 C € FO; (72)
Ow,
aTV(C) = 07 C € Fla

and a dynamical system with homogeneous Dirichlet boundary conditions on I’y
is given by

) = —— div(T(C) grad wa(t,O)), > 0,C € 9,

o (¢ p(C)

wa(t, ¢) =0, t>0,¢ €T,

wa(0,€) = wo(€) = welc), cen, (1
B280,0) = wa 0) ceo

S (1,0) =~k (1,0), t20.0er.

The original system is solved by w(t, () = we(¢) +wq(t, ). As in Section 3.3 (and
in [28]) the system in (7.3) can be described in a port-Hamiltonian manner by

choosing the state z(t, () = [péf;ﬁut‘zt(tg) ] . By using the convention z(t) = z(t,-)



110 CHAPTER 7. STABILIZATION OF THE WAVE EQUATION

we can write the system (7.3) as

- 5] o

{ rad( wo — We) ] ’
YYo= .’L‘l t ‘Fo 0
Y Txa(t) |Fl = fk'yggosl (t) |F1,

where 7 is the boundary trace and ~, is the normal trace (the extension of
f = v-%f). In Section 3.3 we chose the state space L?(2)"*! equipped with
the energy inner product

(2,y) = <a:, [% ;}y>|_2(g)n+1’

which is equivalent to the standard inner product of L2(£2)"*! thanks to the
assumptions on T and p. For well-posedness this is a suitable state space, but
when it comes to stability this state space is too large as it does not reflect the
fact that the second component of the state variable x5 is of the form gradv,
for some function v in the Sobolev space H%O (©). Thus, we choose the state
space Xy as L?(Q) x grad Hp, (), instead of L*(Q)"*!. Note that grad Hf, ()
is closed in L?(Q)" by Poincaré’s inequality. Hence, X3 is also a Hilbert space
with the L2-inner product. Nevertheless, we also use the energy inner product
on Xy, that is

(@, y)a, = <x, {% ;}y>L2(Q)"+1.

Furthermore, we define

with  dom(2) = [3 ;] (HL, () x H(div, Q)
as densely defined operator on L?(Q)"+!. Where H(div,?) is given by Defini-
tion 3.1.2 and Example 3.1.3. Note that we have already packed the boundary
condition 701361 = 0 on I'y into the domain of 2. Moreover, by construction
ran2l = X. Taking the state space and the remaining boundary condition
(feedback) into account gives

A= Qqdom

(7.4)
where dom(A) = {x € dom (A ‘%sz’F —kvyo= ml‘r } N Xy

as an operator on Xz . Note that ran A C ran®? = X%. Therefore the operator
A indeed maps into Xy .
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The corresponding operator on L2(Q)"*! would be

AO = 2[|d0m(A0) ’

(7.5)
where dom(Ag) == {x € dom(2) ‘fy,,Tx2|F1 = _k%%x1|F1}'

By Section 6.3, Ay generates a contraction semigroup on L2(Q)"*! endowed

with (z,y) = <w, {é;
domain which do not respect that the second component is a gradient field. This
can lead to solutions that are not related to the original problem anymore, as
by construction of the state x(t, () the second component is grad wq(t,¢) and
therefore a gradient field. Lemma 7.3.15 shows that this is problematic for
stability.

We do not need to rebuild the semigroup theory in [28] for the “new” state
space X3;. We will see that A inherits most of the properties of Ag as A = A0| X

]y> ) Note that this operator allows elements in its
L

Lemma 7.2.1. Let (T'(t))i>0 be a strongly continuous semigroup on a Hilbert
space X and A its generator. Then every subspace V O ran A is invariant under

(T()iz0.
Moreover, A’V generates the strongly continuous semigroup

(Ty ()0 = (T, )eso,
if V is additionally closed.

Proof. Let t > 0 and = € V. Then it is well-known that

¢

A/o T(s)zxds=T({t)x — x .

_ ev
EranAgV

Hence, T'(t)x € V, because the left-hand-side is in ran A C V and V is a subspace.
The remaining assertion follows from [15, ch. IT sec. 2.3]. a

Remark 7.2.2. If the strongly continuous semigroup (T'(t)):>0 is even a contrac-
tion semigroup, then also (Tv(t)):>0 is a contraction semigroup.

Proposition 7.2.3. The operator A given by (7.4) is a generator of contraction
semigroup.

Proof. By [28], Ao (defined in (7.5)) is a generator of a contraction semigroup
(To(t))e>0. Because of ran Ay C ran2 = Xy and Lemma 8.5.5 A = AO’XH

generates the contraction semigroup (T'(t))¢>0 == (To(t)|XH)t20. Q

The following lemma is the boundary triple property for the port-Hamiltonian
system given by the wave equation.
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Lemma 7.2.4. Let A be given by (7.4) and x,y € dom(A). Then

(Az,y) xy + (2, AY) 2y, = <'YUT1'2;'YO%?J1>L2(F1) + <'YO%$1»'YVT?J2>L2(F1)'
And in particular

Re(Az,x)x,, = Re<’YVT£E2,’Y()%ZL'1>L2(F1).

7.3 Stability Results

In this section we prove semi-uniform stability of the multidimensional wave
equation (7.1). We start with the definition of semi-uniform stability and strong
stability.

Definition 7.3.1. We say a strongly continuous semigroup (7'(¢)):>0 on a
Hilbert space X is strongly stable, if for every x € X

Jim [T (1) x = 0.

We say a continuous semigroup (T'(¢));>o on a Hilbert space X is semi-
uniformly stable, if there exists a continuous monotone decreasing function
f:10,00) — [0, 00) with lim;, f(¢) =0 and

IT(®)zllx < fF@)]=]la
for every x € dom(A).

Remark 7.3.2. Note that in [10, sec. 3] semi-uniform stability is defined by
|T(t)AY| — 0, where A is the generator of (T'(t));>0. It can be easily seen
that this is equivalent to our definition.

Moreover, in [10, sec. 3] it is explained that semi-uniform stability is a concept
between exponential stability and strong stability. In particular, semi-uniform
stability implies strong stability.

The already mentioned article [10] is an overview article on semi-uniform
stability. We remark that this notion is sometimes called differently, e.g. in [55]
it is called uniform stability for smooth data (USSD).

In the following we denote by A the operator given by (7.4) which is associated
to the port-Hamiltonian formulation of (7.1).

Our main result is the following theorem.

Theorem 7.3.3. The semigroup generated by A is semi-uniformly stable.

The proof of Theorem 7.3.3 is given at the end of the section.

Remark 7.3.4. For the original system (7.1) strong stability of A translates to:
There is a w, € HY(Q) such that for every initial value wq € H*(2), w; € L2(Q)
the corresponding solution w satisfies

Jim Jeo(t, ) = we(-)lwi @) = 0.
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We will make use of a characterization of semi-uniform stability in [10,
Theorem 3.4] to show that A, given by (7.4), generates a semi-uniformly stable
semigroup. As A generates a bounded strongly continuous semigroup, by this
theorem a sufficient condition for semi-uniform stability is given by o(A4)NiR = §.
Here o(A) denotes the spectrum of the operator A. Hence, it suggests itself to
analyse the spectrum of A or its complement in C, the resolvent set.

We will show that calculating the resolvent set p(A) is related to a lossy
Helmholtz problem: Find a function u: 2 — C that satisfies

divTgradu — Npu=f in Q,

7.6
%u—i—)\ku:g on Iy, (7.6)

where A € C\ {0}, f € L3(Q), g € L?(T'1), and k, p and T are the functions from
the beginning. A weak formulation of this problem can be derived by taking
the inner product with v € H%O(Q), apply an integration by parts formula for
div-grad and taking the boundary conditions into account:

(T grad u, grad v) 2(q) + )\Q(pu,v>|_2(9) + XMEyou, yov)L2(r,)

= (=f,v)2Q) + (9, Y0v)L2(1,)- 1)
We define
b(u,v) == (T grad u, grad v) 2(q) + A*(pu, V)2 () + A(kY0u, Y0U)L2(ry)
F(v) = (=f,v)i2() + (9, 70v)2(1y)>
so that we can write (7.7) as
b(u,v) = F(v). (7.8)

A weak solution of (7.6) is a function u € H}, () that satisfies (7.8) for every
v e Hf ().

Lemma 7.3.5. Let u be a weak solution of the Helmholtz problem (7.6). Then
u e Hp (), Tgradu € H(div, Q) and in particular,

divTgradu — Npu = f in L*(Q),
v T gradu 4+ Meyou = g in  L*(T'y).

Proof. A weak solution u is by definition in Hf, (€2) and satisfies b(u,v) = F(v)
for all v € H%O(Q). If we choose v € C°(2), then all boundary integrals vanish.
Hence,

(T grad u, grad v) 2 () = (= f,v)12(0) — A {pu, v) 12 (0,

which implies that T grad u € H(div, Q) and divT gradu = f + A2pu. Using this
and choosing again v € Hp, () in the weak formulation gives

(v Tu, 70U>H—1/2(r1),H1/2(r1) + Mk’YoU”YoU)B(rl) = <97’YOU>L2(F1)-

Therefore, v, Tu has an L?(I';) representative and v, Tu + Akyou = g. a
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Note that for y = [¥2] € Xy there exists a ¢ € H%O (Q) such that yo = grad ¢.
This ¢ continuously depends on ¥ by Poincaré’s inequality. If T'g = (), then we
choose ¢ € HI(Q)/R (¢ € H'(Q) and [, ¢ dA = 0) for uniqueness and continuity.

Lemma 7.3.6. Let A be the operator defined in (7.4). Then A € p(A) \ {0} is
equivalent to: The system
divT gradu — Npu = Ayp + N2po in Q,

Foou+ Meu = —Ak¢ on T4,

(7.9)

is weakly solvable for every y =[] € Xy, where ¢ is defined by grad ¢ = ya as
described above.

Proof. For A € p(A) \ {0} and y € Xy there exists an = € dom(A) such that
(A — X))z =y. Hence,

divTaxy — Az =1
grad %xl — g =grad¢ = 9= %grad(%xl — ).

Substituting x5 in the first equation, multiplying by A and adding A?p¢ on both
sides yields

dingrad(%xl —¢) — )\2/’(%331 —¢) = Ay1 + Apo.
Since = € dom(A) we have kv, Txy + 70%351 = 0 which becomes
T grad(5a1 — ¢) + Mkyo(521 — ¢) = —Aky00.

Hence, u := (12 — ¢) is a weak solution of the system (7.9). On the other hand

P
. . . +¢

if u is a weak solution of (7.9), then z := {g(:mdﬂ € dom(A4) and (A— Nz =y
by Lemma 7.3.5. d

Theorem 7.3.7. For every A € iR\ {0} the system (7.9) is weakly solvable.

Proof. We set A = in, where n € R\ {0}.
Note that by

Reb(u, u) = || T2 gradu|[fz ) — 772||Pl/2u||f2(9),

b(-,-) satisfies a Garding inequality (see Definition A.1.1).

By Garding’s inequality it is sufficient to show that b(-, ) is a non-degenerated
sesquilinear form, (see e.g. Theorem A.1.2). Suppose there is a u € Hf, (Q) such
that b(u,v) = 0 for all v € Hf, (Q). Then b(u,u) = 0 and by separating the
imaginary part we have

in(kvou, You)L2(r,) = 0.
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Hence, u € HN(l)(Q). Moreover, u is a weak solution of the corresponding system
to b(u,v) = F(v), where F(v) := 0. By Lemma 7.3.5, div T grad u + n?pu = 0 in
L2(Q) and 7, T gradu = 0 in L?(T';). Summed up u satisfies

divT grad u + n’pu = 0,
You = 07
YT gradu‘Fl =0.

By the unique continuation principle (see e.g. [56, Theorem 1.7, Remark 1.8]),
u has to be 0 and consequently b(-, ) is non-degenerated. a

Remark 7.3.8. The system (7.9) is also solvable for A € C, but we already knew
from the dissipativity of A that C. C p(A).

Corollary 7.3.9. iR\ {0} UC, C p(A).
Proof. This is a direct consequence of Lemma 7.3.6 and Theorem 7.3.7. d

Lemma 7.3.10. If A € iR is an eigenvalue of A, then a corresponding eigenvector
T satisfies ’nyx2|F1 = 70%x1|rl =0.

Proof. By Lemma 7.2.4 we have
Re((A— Nz, x)x,, = Re(Az, z)x,, — Re Az, 2) 2y,
= Re(,Tw2,v0,21)12(r,) — Re L

=— Re%%%ﬂﬁ,%%ﬁﬁ?(rl) —Re )\W”g@

k0221 [ e, — Re Al
If = is an eigenvector of A € iR, then this equation becomes
0= *||k1/270%$1||52(r1),
which implies 70%951 |Fl =0 and ’y,,TxQ’Fl = 0 by the boundary condition. U

Lemma 7.3.11. Let A: dom(A) C Xy — Xy be the operator from the beginning.
Then 0 is not an eigenvalue of A.

Proof. Let us assume that 0 is an eigenvalue of A and x be an eigenvector. Then
divT'zy = 0 and grad %xl = 0 and by Lemma 7.3.10 z satisfies ’yl,T:cg}Fl =0=

70%$1|F1' Hence, for arbitrary f € Hf, (€2) we have
0= <le TSCQ, f>|_2 = 7<Tx2,grad f>|_27

which implies zo L1 grad HILO (Q), where L denotes orthogonality w.r.t. (T, ") =2,
which is an equivalent inner product on L2(f2). Since by assumption zy €
grad H%O () we conclude 22 = 0. Finally, 21 = 0 by Poincaré’s inequality.
Therefore, 0 cannot be an eigenvalue. a
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Theorem 7.3.12. Let
X = grad H%O(Q) N{f € H(div,Q) |'y,,f‘Fl € L3}

with 1 llx = /17 Ry + 11V F Ry + I e

Then X can be compactly embedded into L*(Q)".

Proof. Let (fn)nen be a bounded sequence in X, i.e., sup,n|fnllx < K € R.
By assumption there exists a ¢, € H%O(Q) such that f, = grad ¢, for every
n € N. By Poincaré’s inequality we have

[énlln @) < Cllgrad ¢nlliz ) < Cllfallx-

Hence, (¢,)nen is a bounded sequence in H(Q). Moreover, (Yo®n)nen is a
bounded sequence in H/2(9Q). By the compact embedding of H!(£2) into L%()
and H/?(9Q) into L2(09), there exists a subsequence (¢,,(1))ren that converges
in L(Q2) such that also (Yo¢n k) )ren converges in L2(9€2). W.Lo.g. we assume
that this is already true for the original sequence. By

[ = fmllP2 ()
= (fn — fm,grad(¢, — ¢m)>L2(Q)
= —(div(fn — fm), n — ¢m>L2(Q)
+ (1 (fn = fm):70(Pn = Gm ) u-1v2(r, ) wiv2(ry)
Vo (fn=Fm)v0(¢n—Fm))i2(r))

< 2K||¢n — dmlliz(0) + 2K [V0bn — YobmlL2(r)
— 0,

we have that (f,)nen is a Cauchy sequence in L2(2)" and therefore convergent.
Qa

Theorem 7.3.13. dom(A) can be compactly embedded into Xy .

Proof. Note that dom(A) C A3 and that [|-[|x,, is equivalent to [|-[[L2(qyn+1. We
regard dom(A) with (x,y)a = (z,y)x,, + (Az, Ay)x,, as inner product. Note
that dom(A) is a Hilbert space with the previous inner product. The induced
norm can be written as

lella = \/lIlel%,, + 17 grad 3. |2, + |13 div Taa 2,

Note that |7, Tz2||2(r,) is automatically bounded by C||z||4 for some C' > 0,
since ||70%x1||H1/2(8Q) is bounded by C||z||4 for some C' > 0 and %Tx2|1,1 =
—k%%xﬂrl. Let X be the space from Theorem 7.3.12. Then
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is continuous. Moreover, both Hll«O () and X can be compactly embedded into
L2(©2) and L2(2)™, respectively. We denote this combined compact embeddeding
by o2 HE () x X — L2(Q)"*!. Hence, also dom(A) can be compactly embedded
into X by &~ 1. d

Corollary 7.3.14. The resolvent operators of A are compact, the spectrum of
A contains only eigenvalues and IRUC, C p(A).

Proof. By Theorem 7.3.13, dom(A) can be compactly embedded into X3, which
implies that every resolvent operator is compact. Hence, the spectrum of A
contains only eigenvalues. Since 0 is not an eigenvalue by Lemma 7.3.11, we
conclude that 0 € p(A). Moreover, by Corollary 7.3.9 also every other point on
iR is in p(A). a

Finally we will prove Theorem 7.3.3.

Proof of Theorem 7.3.3. By Corollary 7.3.14 we have 0(A) NiR = (). Therefore,
as announced in the beginning, [10, Theorem 3.4] implies the semi-uniform
stability of the semigroup generated by A. a

We conclude this section with an investigation of the strong stability of the
operator Ag given by (7.5), which is an extension of A and generates a strongly
continuous semigroup on L2(2)"*1.

Lemma 7.3.15. Let Q C R" be bounded and open with Lipschitz boundary,
n > 2. Then the operator Ay (defined in (7.5)) has A =0 as an eigenvalue and
thus, does not generate a strongly stable semigroup.

Proof. Choose the components of z = [31] as

=0 and zo=T"1| 0 |,
0
where ¢ is any non zero C°(Q2) function. Then zo # 0 and div Tz = 0102¢ —
02019 = 0. Since ¢ has compact support, = satisfies the boundary conditions.

Thus Ay cannot generate a strongly stable semigroup, since the eigenvector x to
A =0 is a constant solution of the Cauchy problem. d

7.4 Conclusion

In this paper we showed semi-uniform stability of the multidimensional wave
equation equipped with a scattering passive feedback law. Further, we proved
that the corresponding port-Hamiltonian operator has a compact resolvent.

To get compact embeddings for the port-Hamiltonian operator of the wave
equation it is necessary to choose an adequate state space. This is a new aspect
that arises for spatial multidimensional port-Hamiltonian systems as in the
one-dimensional spatial setting the compact embedding is always given. It is
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likely that most of the techniques presented in this chapter will translate for
general linear port-Hamiltonian systems on multidimensional spatial domains
like Maxwell’s equations and the Mindlin plate model. Probably the crucial tool
will be a unique continuation principle.

Moreover, there is an interesting link between the resolvent set of the port-
Hamiltonian operator of the wave equation and solvability of lossy Helmholtz
equations. Since in the theory of Helmholtz equations (especially in view of finite
element methods) a uniform bound of the solution operator is of interest, it might
be possible to use results from that theory to give explicit decay rates for the semi-
uniform stability or even obtain exponential stability under certain assumptions.
For constant coefficients we can find such estimates in [38, 39, 17]. There are
some recent works on these estimates with non constant coefficients [19, 20].



Chapter 8

Compact Embedding for
div-rot Systems

We show the following compactness theorem: Any L2-bounded sequence of vector
fields with L2-bounded rotations and L2-bounded divergences as well as L2-
bounded tangential traces on one part of the boundary and L2-bounded normal
traces on the other part of the boundary, contains a strongly L2-convergent
subsequence. This generalises recent results for homogeneous mixed boundary
conditions in [4, 6]. As applications we present a related Friedrichs/Poincaré
type estimate, a div-curl lemma, and show that the Maxwell operator with mixed
tangential and impedance boundary conditions (Robin type boundary conditions)
has compact resolvents.
This chapter is the result of a joint work with Dirk Pauly [46].

8.1 Introduction

Let Q C R? be open with boundary I', composed of the boundary parts I}
(tangential) and Ty (normal). In [4, Theorem 4.7] the following version of Weck’s
selection theorem has been shown. In fact they showed the theorem for weak
Lipschitz boundaries, but we will stick to strong Lipschitz boundaries.

Theorem 8.1.1 (compact embedding for vector fields with homogeneous mixed
boundary conditions). Let Q be a bounded strong Lipschitz domain and Ty, Ty
a splitting with thin boundaries (see Definition 5.1.1). Furthermore, let € be
admissible. Then

Hr, (rot, Q) N e~ Hr, (div, Q) & L2(Q).

t
Here, & denotes a compact embedding, and — in classical terms and in the
smooth case — we have for a vector field E (v denotes the exterior unit normal

119
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at I')

E € Hp, (rot, Q) & Ecl?(), rotEel?*Q), vxE=0,
E € e 'Hy, (div, Q) & eEcl?Q), diveEel?*(Q), v-cEln =0.

Note that Theorem 8.1.1 even holds for bounded weak Lipschitz pairs (2, T}).
For exact definitions and notations see Section 8.2, and for a history of related
compact embedding results see, e.g., [63, 49, 62, 11, 65, 27, 51] and [31]. The
general importance of compact embeddings in a functional analytical setting
(FA-ToolBox) for Hilbert complexes (such as de Rham, elasticity, biharmonic) is
described, e.g., in [42, 44, 45, 43] and [47, 48, 2].

In this chapter, we shall generalise Theorem 8.1.1 to the case of inhomoge-
neous boundary conditions, i.e., we will show that the compact embedding in
Theorem 8.1.1 still holds if the space

Hr, (rot, Q) N e~ 'Hr, (div, Q)

is replaced by R R
Hr, (rot, ) N e~ Hr, (div, ),

where in classical terms and in the smooth case

E € Hp, (rot, Q) & Eel?(Q), rotEcl?Q), vxEel?(I),
Ece 'Hp(div,Q) < =Ecl?(Q), diveEel?(Q), v-cElp € L2(IY).

The main result (compact embedding) is formulated in Theorem 8.4.1. As
applications we show in Theorem 8.5.1 that the compact embedding implies
a related Friedrichs/Poincaré type estimate, showing well-posedness of related
systems of partial differential equations. Moreover, in Theorem 8.5.3 we prove
that Theorem 8.4.1 yields a div-curl lemma. Note that corresponding results for
exterior domains are straight forward using weighted Sobolev spaces, see [40, 41].
Another application is presented in Section 8.5.3 where we show that our compact
embedding result implies compact resolvents of the Maxwell operator with
inhomogeneous mixed boundary conditions, even of impedance type.

8.2 Notations

Throughout this chapter, let Q C R? be an open and bounded strong Lipschitz
domain, and let £ be an admissible tensor (matrix) field, i.e., a symmetric, L>-
bounded, and uniformly positive definite tensor field ¢: Q — R3*3. Moreover,
let the boundary I' of Q2 be decomposed into two relatively open and strong
Lipschitz subsets Iy and I} := I' \ T forming the interface Iy N T} for the mixed
boundary conditions. See [4, 5, 6] for exact definitions. We call (€2, ) a bounded
strong Lipschitz pair.

The usual Lebesgue and Sobolev Hilbert spaces (of scalar or vector valued
fields) are denoted by L?(Q), HY(Q), H(rot,), H(div,Q), and spaces with
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vanishing rot and div are denoted by

Hr, o(rot, ) :== Hr, (rot, ) Nkerrot and
HFo,O(diV7 Q) = Hr, (div, Q) Nker div,

respectively. Moreover, we introduce the cohomology space of Dirichlet or
Neumann fields (generalised harmonic fields)

HF@,H,E(Q) = HFO’O(I‘Ot, Q) n 8_1HF1’0(diV, Q)

The L%(Q)-inner product and norm (of scalar or vector valued L%(£2)-spaces)
will be denoted by (-, -)i2(q) and |- |L2(q), respectively, and the weighted
Lebesgue space L2(Q) is defined as L2(Q) (of vector fields) but being equipped
with the weighted L?(Q)-inner product and norm (-, - )2(q) = (-, - )2(q) and
| - [[L2 (), respectively. The norms in, e.g., H(Q2) and H(rot, ) are denoted by
- It (@) and || - [|H(rot,0), Tespectively. Orthogonality and orthogonal sum in
L2(Q2) and L2(Q) are indicated by Li2(q), Li2(q), and @2(q), ©L2(0), respectwely.

Finally, we introduce inhomogeneous tangential and normal L2-boundary
conditions in

Hr, » (rot, Q) := {E € H(rot, Q) ’fyFUE € LX)},
Hr, (div, Q) _{EeH ) [0 E e L3(Dy)}

with norms given by, e.g., HE||H (o) = ||E|j Aoty T [|yEo EHL2(F0 The

definitions of the latter Hilbert spaces need some explanations:
Definition 8.2.1. (L2-traces)

(i) The tangential trace of a vector field E € H(rot,Q2) is a well-defined
tangential vector field ’yFE € H™'/2(T") generalising the classical tangential
trace fyTE = —UXUX E|p for smooth vector fields E. By the notation

7l E € L%(Th) we mean, that there exists a tangential vector field Er, €
L%(I%), such that for all vector fields ® € H, () it holds

<I‘Ot (I),E>|_2(Q) — <<I)7I‘Ot E>|_2(Q) = <’y'1r—}<)q)7EF0>L2(Fo)'

Then we set v1°E = Er, € L?(I}). Here and in the following, the twisted
tangential trace of the smooth vector field ® is given by the tangential
vector field 5 ® = v x ®|p € L*(I) with v['® = 7L ®|p, = 0 and
Y0 ® = ~L ®|p, € L*(Ty). Note that 410 E is well defined as 71°HF, (€2) is
dense in L?(I‘o) ={w e L3(Iy)|v-w=0}.

(ii) Analogously, the normal trace of a vector field E € H(div, ) is a well-
defined function YL E € H™ 1/2 (I generahslng the classical normal trace
E =v- E|p for smooth vector fields E. Again, by the notation Y1 E €

L2 (1) we mean, that for all functions ¢ € Hy, (Q) it holds

(grad ¢, E)i2(q) + (¢, div E) 20y = (15" ¢, 75  E)2(ry)-
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Here, the well-known scalar trace of the smooth function ¢ is given by

766 = ¢lr € L2(I) with 3" = 75 ¢lr, = 0 and 756 = A5 dr, € L*(Th).
Note that 41! E is well defined as 74 HL, () is dense in L?(T}).

Remark 8.2.2. Analogously to Definition 8.2.1 (i) and as
’yffEJyEOﬁ:(VXE)-(—I/XVxﬁ):(VXVXE)-(VXITI):—’}/EOE'-WZSI?

holds on I}y for smooth vector fields E‘, H , we can define the twisted tangential
trace 710 E € L2(Iy) of a vector field E € H(rot, Q) as well by

(rot @, E) 2(q) — (®, 10t E)2(0) = —(1,°®, 7" E) 12(ny)

for all vector fields ® € HY, (Q).

8.3 Preliminaries

In [6, Theorem 5.5], see [5, Theorem 7.4] for more details and compare to [4],
the following theorem about the existence of regular potentials for the rotation
with homogeneous mixed boundary conditions has been shown.

Theorem 8.3.1 (regular potential for rot with homogeneous mixed boundary
conditions).

Hr, 0(div, Q) N Hry r, (2)2@ = ot Hpy (rot, Q) = rot H, (Q)

holds together with a regular potential operator mapping rot Hr, (rot, ) to Hllq1 ()
continuously. In particular, the latter ranges are closed subspaces of L2(2).

Moreover, we need [6, Theorem 5.2]:

Theorem 8.3.2 (Helmholtz decompositions with homogeneous mixed boundary
conditions). The ranges grad Hf, () and rot Hr, (rot, Q) are closed subspaces of
L2(Q), and the L2(2)-orthogonal Helmholtz decompositions

L2() = grad H, (Q) ®12(0) &~ Hry o(div, )
= Hp,,0(rot, ) Drza) e rot Hr, (rot, 2)
= grad H%ﬂo (Q) Drz(a) Hry Iy e (Q) Brz) e Lrot Hr, (rot, Q)

hold (with continuous potential operators). Moreover, Hr, r, (2) has finite
dimension.

Combining Theorem 8.3.1 and Theorem 8.3.2 shows immediately the follow-
ing.

Corollary 8.3.3 (regular Helmholtz decomposition with homogeneous mixed
boundary conditions). The L2(Q)-orthogonal regular Helmholtz decomposition

L2(Q) = grad H%O(Q) ®Lz(0) Hryry () Sr2(q) e Lrot H}l (Q)
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holds (with continuous potential operators) and Hr, 1, ,(€2) has finite dimen-
sion. More precisely, any E € L2(Q2) may be L2(Q)-orthogonally (and regularly)
decomposed into

E = grad ugraq + By + e rot Epot

With Ugrad € H%O (Q), Ewot € H%l (Q), and Ey € Hr, 1 (), and there exists a
constant ¢ > 0, independent of E, ugrad, 3, Eror, such that

1 Exllz) < 1Bz,
clugradllny @) < llgrad ugradllz) < Bz (),

cl| Erotllny, ) < lle™" 10t Erotliz(0) < [1E]lL2(0)-

8.4 Compact Embeddings

Our main result reads as follows:

Theorem 8.4.1 (compact embedding for vector fields with inhomogeneous
mixed boundary conditions).

Fir, (rot, 2) N e~ Hp, (div, Q) & L2(Q).

Proof. Let (E¢) be a bounded sequence in ﬁpo (rot, ) N Eilﬁpl (div, Q). By the
Helmholtz decomposition in Corollary 8.3.3 we L2(2)-orthogonally and regularly
decompose

EZ = grad Ugrad, £ + E?—L,@ + 5_1 rot Erot,Z

with Ugrad,¢ € HILO (Q), Erot e € Hlla1 (Q), and Ey ¢ € Hr, 1y e(£2), and there exists
a constant ¢ > 0 such that independent of E_ and for all £

Hugrad,d HE, () + ||E7-l,é L2(Q) + ||Erot,é| HE () < CHEZHLE(Q)-

As Hry 1y ,e(2) is finite dimensional we may assume (after extracting a sub-
sequence) that Es, converges strongly in L2(Q). Since H(Q) & L2(Q) by

Rellich’s selection theorem, we may assume that also the regular potentials
Ugrad,e and FEyor ¢ converge strongly in L2(Q2). Moreover, Ugrad ¢o|r and Eyot |r
are bounded in H'/2(T') by the (scalar) trace theorem, and thus we may assume

by the compact embedding HI/Q(I‘) & L2(T) that Ugrad ¢|T and Eyqp ¢ converge
strongly in L%(T"). In particular, Ugrad,¢|ry and Erot ¢|r, converge strongly in
L2(Ty) and L%(T}), respectively. After all this successively taking subsequences
we obtain (using L2(£2)-orthogonality and the definition of the L?(I})-traces of
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yLieEy and the L2(T)-traces of v10 B, from Definition 8.2.1)

ngad(ugrad,é — Ugrad,k) Hig(Q)
= (grad(ugrad,c — Ugrad,k); B¢ — Ek>|_g(9)
= —(Ugrad,¢ — Ugrad,k, dive(Ey — Ek)>L2(Q)
—|—<'y(1;1 (Ugrad,e — Ugrad,k)s Vo €(Er — Ek)>L2(n)

< C”Ugrad,é - ugrad,k||L2(Q) + CH(ugrad,é - ugrad,k)|F1 HLZ(H) —0
and

He_l 10t (Erot,e — Erot,k:)“fg(g)
= (e7 ' 10t(Erot,e — Erot,k), Ee — Ek>|_g(9)
= <Erot,£ — Erot k> 1ot (Ey — E’C)>L2(Q)
+ {72 (Erot e — Erot,n), v (Ee — Ek)>|_2(ro)
< )| Erot,e — Erot,kllL2(0) + CH(EYOM B ErOt’k”FOHLZ’(FU) =0

Hence, (E;) contains a strongly L2(£2)-convergent (and thus strongly L2(£2)-
convergent) subsequence. a

Remark 8.4.2 (compact embedding for vector fields with inhomogeneous mixed

boundary conditions). Theorem 8.4.1 even holds for weaker boundary data. For
this, let 0 < s < 1/2. Taking into account the compact embedding H'/?(T") &

H*(T") and looking at the latter proof, we see that

{E € H(rot, Q) |1, E € H*(Ty)}
N{E € e 'H(div, Q)[40 eE € H5(Ty)} & L2(Q).

8.5 Applications
8.5.1 Friedrichs/Poincaré Type Estimates
A first application is the following estimate:

Theorem 8.5.1 (Friedrichs/Poincaré type estimate for vector fields with inho-
mogeneous mixed boundary conditions). There exists a positive constant ¢ such
that for all vector fields E in Hr, (rot, Q) N e~ Hr, (div, Q) N Hry.y.(Q) 2@ it
holds

|l Ellz() < llrot Bl 2oy + [1diveE |2 () + [V Ellizmy) + [0 e Ell2my)-
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Proof. For a proof we use a standard compactness argument using Theorem 8.4.1.
If the estimate was wrong, then there exists a sequence (E;) € Hr, (rot, ) N

E_l/H\Fl (diV, Q) N /HFO’FI,E(Q)LLE(Q) with ||E@|||_§(Q) =1 and

[rot EellL2q) + [|diveEellz) + 700 Eellizmy) + 72 eEellizry) — O

Thus, by Theorem 8.4.1 (after extracting a subsequence)

1

E, — E in Hg(rot, Q) ne Ay (div, Q) N Hrymy o () HE@ (strongly)

and rot E' = 0 and diveF = 0 (by testing). Moreover, for all ® € C(2) and for
all ¢ € C2(Q)
(rot <1>7Eg>|_2(g) — (<I>,rot Eg>|_2(ﬂ) = <72(I)77£0E€>L2(F0) < C||’Y£0Ee||L2(F0) — 0,

and

(grad ¢, Ey)12(q) + (¢, diveEy) 2(q)
= (70 b, 7 eEiz(ry) < cllvieBel|izry) — 0,

cf. Definition 8.2.1, implying
(rot @, E)i2(q) =0 and (grad¢,eE) 2(q) = 0.

Hence, E € Hr, o(rot, Q) N e *Hr, o(div, Q) = Hr, 1, (Q) by [6, Theorem 4.7]
(weak and strong homogeneous boundary conditions coincide). This shows E = 0
as ELLE(Q) HFO,Fl,s(Q)> n contradiction tol= ||Eg||L§(Q) — ||E|||_§(Q) =0. 4

Remark 8.5.2 (Friedrichs/Poincaré type estimate for vector fields with inhomoge-
neous mixed boundary conditions). As in Remark 8.4.2 there are corresponding
generalised Friedrichs/Poincaré type estimates for weaker boundary data, where
the L2(T'g /1)-spaces and norms are replaced by H™*(I'g,1)-spaces and norms.

8.5.2 A div-curl Lemma

Another immediate consequence is a div-curl-lemma.

Theorem 8.5.3 (div-curl lemma for vector fields with inhomogeneous mixed
boundary conditions). Let (E,) and (H,) be bounded sequences in ﬁpo (rot, £2)
and ﬁpl (div,Q), respectively. Then there exist E € ﬁpo(rot,Q) and H €
ﬁpl (div, ) as well as subsequences, again denoted by (E,) and (H,), such
that E, — E in ﬁpo (rot, Q) and H, — H in ﬁpl (div, ) as well as

<En, Hn>|_2(Q) — <E, H>|_2(Q).

Proof. We follow in closed lines the proof of [43, Theorem 3.1]. Let (E,) and
(H,,) be as stated. First, we pick subsequences, again denoted by (F,) and (H,,),
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and F and H, such that F,, — E in ﬁpo (rot, ) and H,, — H in ﬁpl (div, 2). In
particular,

YV H, =40 H in L2(IY). (8.1)
To see (8.1), let 5, H,, = Hr, in L*(I). Since for all ¢ € H, (Q)

(Y0 &, Hry )i2(ry) < (0 6, 7o Hu)i2(ry) = (grad ¢, Hy)i2(a) + (¢, div Hp)12(q)
— (grad ¢, H)2(q) + (¢, div H)2(q),

we get H € ﬁpl (div,Q) and v[*H = Hr,. Moreover, <751¢,’7£1Hn>|_2(1"1) —
(15" &, H)2(ry)- As 7' HE (Q) is dense in L2(T1) and ((-,y2* Hyu)iz(ry)) is
uniformly bounded with respect to n we obtain (8.1).

By Theorem 8.3.2 we have the orthogonal Helmholtz decomposition

ﬁpo (rot,Q) > E,, = gradu, + E,

with u, € Hp (Q) and E, € Hp,(rot, Q) N Hp, o(div, Q) as grad HL () C
Hr, o(rot, Q) C ﬁr‘o (rot, Q). By orthogonality and the Friedrichs/Poincaré esti-
mate, (uy) is bounded in Hf, (€2) and hence contains a strongly L*({)-convergent
subsequence, again denoted by (u,). (For Iy = ) we may have to add a constant
to each u,.) Moreover, as (u,|r) is bounded in H/?(T") & L2(T") we may as-
sume that (u,|r) converges strongly in L2(T). In particular, (v u,) = (un|r,)
converges strongly in L2(I}). The sequence (E,) is bounded in Hp, (rot, €2) N
Hr, 0(div, ) by orthogonality and since rot E, = rot E,, and ylo E, = VRE,.
Theorem 8.4.1 yields a strongly L?(£2)-convergent subsequence, again denoted
by (E,). Hence, there exist u € HE, (€2) and Ee ﬁpo (rot, ) N Hpy o(div, Q) such
that u, — w in Hf, (Q) and u, — v in L*(Q) and Yelu, — yotu in L2(IY) as
well as E,, — E in ﬁ]_“o (rot, ) NHp o(div, Q) and E, — Ein L2(Q2). Finally, we
compute

(B, Hy)L2(0) = (grad un, Hp)2() + <EmHn>L2(Q)
= —(up, div Hp)i2(0) + (00 U, 7o Hi )12y + (E,, Hy)i2(0)
— —(u, div H)12(0) + (3", 7 H)r2(ry) + (B, H)2(q)
= (gradu, H)2(q) + (B, H)2(0) = (E, H)12(0),

since indeed E = grad u + E holds by the weak convergence. a

Remark 8.5.4 (div-curl lemma for vector fields with inhomogeneous mixed bound-
ary conditions). As in Remark 8.4.2 and Remark 8.5.2 there are corresponding
generalised div-curl lemmas for weaker boundary data, where the L2(T', /1)-Spaces
and norms are replaced by H™*(I'y /1 )-spaces and norms.
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8.5.3 Maxwell’s Equations with Mixed Impedance Type
Boundary Conditions
Let €, p be admissible and time-independent matrix fields, and let T,k € R,.

We consider Maxwell’s equations with mixed tangential and impedance boundary
conditions

%E —e'rotH="F (Ampere/Maxwell law) (8.2a)
%H +utrot E=G (Faraday/Maxwell law) (8.2b)
diveE = p, (GauB law) (8.2¢)

divuH =0, (Gauf3 law for magnetism) (8.2d)

Yo E =0, (perfect conductor be) (8.2¢)

Aom = f, (normal trace bc) (8.2f)

YL E + k’yTF;H =0, (impedance bc) (8.2g)
E(0) = Ep (electric initial value) (8.2h)

H(0) = Hy (magnetic initial value) (8.21)

Note that the impedance boundary condition, also called Leontovich boundary
condition, is of Robin type and that the impedance is given by A = 1/k = /¢/p,
ife,ueRy.

Despite of other recent and very powerful approaches such as the concept of
“evolutionary equations”, see the pioneering work of Rainer Picard, e.g., [50, 37],
one can use classical semigroup theory for solving the Maxwell system (8.2).

We will split the system (8.2) into two static systems and a dynamic system.
For simplicity we set e = p =1 and F' = G = 0. The static systems are

rot E =0, rot H =0, (8.3a)
div E = p, divH =0, (8.3b)
TE =0, WH = f, (83¢)
YW E = —kg, 'yTFXlH =g, (8.3d)

where g is any suitable tangential vector field in L?(T}). For simplicity we put
g = 0, then these two systems are solvable by [4, Theorem 5.6]. However, the
same result also gives conditions for which g # 0 this system is solvable. The
dynamic system is

2 E =rotH, (8.4a)

2 H=—r1otE, (8.4b)

divE =0, (8.4c)

divH =0, (8.4d)

v H =0, (8.4e)

VI E =0, (8.4f)

Y E + kyl H = 0. (8.4g)
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The initial conditions for the dynamic system are E(0) = Ey — FEgat and
H(0) = Ho — Hstat, where Egap and Hgpag are the solutions of the two static
systems (8.3). We can write (8.4a) and (8.4b) as

EE_ 0 rot| | E
dt |H| |—=rot 0| |H|’
A
=:Agp

and the boundary conditions (8.4f) and (8.4g) shall be covered by the domain of
Aol

dom Ay == {(E, H) € Ar(rot, 2) x A, (rot, Q) [ Y2 E = 0, 7N E + kAl H = o}.

Here, we did ignore the equations div E = 0, div H = 0 and v H = 0. However,
Ap is a generator of a Cy-semigroup, by Section 6.4. The next lemma provides a
tool to respect the remaining conditions of (8.4) as well.

Lemma 8.5.5. Let T(:) be a Co-semigroup on a Banach space X, and let
A be its generator. Then every subspace V' O ran A is invariant under T(-).
Moreover, A|V generates the strongly continuous semigroup Ty (-) = T(~)}V, if
V' is additionally closed in X.

Proof. Let t > 0 and let z € V. Then ran A > Af(;5 T(s)xds =T (t)xr — = and
hence T'(t)z € V. The remaining assertion follows from [15, Chapter II, Section
2.3]. o

Therefore, it is left to show that the remaining conditions establish a closed
and invariant subspace under the semigroup Ty generated by Ay or contains
ran Ag. Note that by Theorem 8.3.1

S:={(E,H)|divE=0,divH =0,~,°H =0}
= Ho(diV, Q) X HFO’Q(diV, Q)
= (rot H(rot, Q) x rot Hr, (rot, ) & (Hrp() x Hry,r, ().
This space is closed as the intersection of kernels of closed operators. Clearly,

Hro(Q2) x Hr, 1, () is invariant under Tp, since every (E,H) € Hr () x
Hr, 1, () is a constant in time solution of the system (8.4), i.e.,

wolf]- 3]

By

0 rot

rot H(rot, ) x rot Hr, (rot, 2) = {_ ot 0

] (Hr, (rot, ) x H(rot, ©2)) 2 ran Ag

and Lemma 8.5.5 we have that also rot H(rot, 2) x rot Hp, (rot, ) is invariant
under Ty. Hence, Lemma 8.5.5 and Theorem 8.4.1 imply the next theorem.
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Theorem 8.5.6. A := Ay|. is a generator of a Co-semigroup and

s
dom A C (Hr(rot, Q) N H(div, Q) x (Fr, (rot, ) N Hy, (div, Q) & L2(Q).

Consequently, every resolvent operator of A is compact.

If Hr¢(Q) = {0} and Hr, 1, (2) = {0}, then 0 is in the resolvent set of A
and A~! is compact. Alternatively, we can further restrict A to HF’Q)(Q)LLQ(Q) X
Hr, 1, (2)"2@ . This would also match our separation of static solutions and
dynamic solutions, since solutions with initial condition in Hr ¢(€2) X Hr, 1, ()
are constant in time.
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Appendix A

Appendix

A.1 Garding Inequalities

In this section we want to show that there is a Fredholm alternative for sesquilin-
ear forms that are non-coercive, but satisfy a Garding inequality. In [66] this
concept is presented in a less abstract way for differential operators.

Definition A.1.1. Let Xy and X; be Hilbert spaces and K: X; — X be a
compact linear operator. A sesquilinear form b: X; x X; — C satisfies a Garding
inequality, if

Reb(u,u) > Cillullk, — Ca||Kul|%, forall wue Xj.

In most applications K is a compact embedding, e.g. the embedding of H! ()
into L2(Q2). Note that (by Lax-Milgram, e.g. [16]) for every bounded sesquilinear
form b(-, ) on a Hilbert space there exists a bounded operator B: X; — X; such
that

b(u,v) = (Bu,v)x, forall w,ve Xj.

The operator B is injective if and only if b(-,-) is non-degenerated.

Theorem A.1.2 (Fredholm alternative). Let b(-,-) be a bounded sesquilinear
form on X, that satisfies a Garding inequality. If the corresponding operator B
is injective (b(-,-) is non-degenerated), then B is bijective.

Proof. The sesquilinear form b satisfies the Garding inequality

Reb(u,u) > Cillulk, — Col [ Kul%, forall ue€ Xi.

Hence, b(u, v) = b(u, v)+Ca(Ku, Kv)x, is coercive. The corresponding operator
B is given by B + C, K*K. By the Lax-Milgram theorem B is bijective. Note
that

B=B-CyK*K = B(1 - B 'C,K*K).

The injectivity of B implies that 1 is not an eigenvalue of B~1C,K*K and since
B~1C,K*K is compact, it is surjective. Consequently B is also surjective. QO

131
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A.2 Solution Theory for the Wave Equation

In this section we will discuss a suitable solution concept for (7.1). We will
regard a solution w(-,-) as a function in time mapping into spatial function
space.

An integrated version of the PDE is

PO 5500 = p(Qur (€)= [ div T(Q)arad (s ) .

We will demand that a solution will satisfy this integrated version of the PDE.
If we assume that both

¢ ¢
/ divT(¢) gradw(s,()ds and divT(¢) / gradw(s, () ds
0 0

exist, then they coincide and

0

O 5t C) = O (O) = divT(Q) [ arad (s, ).

This is a consequence of the closedness of div. For a classical solution (w €
CHRy x Q)N CHR, x Q)) these integrals coincide.
We will also regard an integrated version of the boundary conditions:

[ dgmsos= k[ Tt as

for all { € I';. Again for classical solutions this can be manipulated to

t
w(t, () —w(0,¢) = —kv - T/ gradw(s,()ds forall (eTy,
0

t
Yow(t, ')’rl —Yow(0, .)‘Fl = —kv, (T/o grad w(s, -) ds) .

Definition A.2.1. Let wy € HY(2) and w; € L%(Q2). Then we say that w(-,-) is
a solution of (7.1), if t = w(t,-) is CH(Ry;L2(2)) N CO(R,; H(Q)), and

d t
p&w(t, )= pwy = divT/ grad w(s, ) ds,
0

w(0, ) = wo,

d
&w(t’ ) o L
’YO’U}(t, .)|F0 = h’a

b

¢
’}’0w(t,-)|r1 —'ygw0|1,1 =—kv, (T/ gradw(s7~)ds) .
0 1

for all t € Ry.
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Proposition A.2.2. Let w is a solution of (7.1) in the sense of Definition A.2.1
and w, the solution of the equilibrium system (7.2). Then

o)
parw(t,-) pwi
grad w(t, ) — grad w, and T(t) grad wy — grad we

coincide, where T is the semigroup generated by A.
On the other hand, let ©1 denote the first component of the solution given by
the semigroup. Then

t
1
w(t,-) = /o ;azl(s) ds + wo + we

is a solution of (7.1) in the sense of Definition A.2.1.

Remark A.2.3. If we regard the semigroup T generated by Ag, we can even
cancel out grad w, and obtain

{gprféuzsa,.'))] =To(?) {grggiyo}

Theorem A.2.4. The system (7.2) is solvable for h € H/>(Ty).

Proof. Let H € HY(Q) such that h = 70H|F0. The weak formulation of (7.2) is:
find a @ € H}, (Q) such that

(gradw, grad v)2(q) = —(grad H, grad v) 2()

for all v € Hf, (). Then we = @ + H. By the Lax-Milgram theorem this is
solvable. a

A.3 Uncategorized

Lemma A.3.1 (Polarization identity). Let X be a vector space and b: X x X —
C be a sesquilinear form. Then

4b(z,y) = b(r +y, x +y) — bz —y,z —y) +ib(z + iy, z +1iy) — ib(z — iy, z — iy).
Proof. Note that

b(z +y,x+y) = bz, z) +b(x,y) + by, ) + b(y, ),
—b(z —y,z—y) = —b(z,z) + b(z,y) + b(y,z) — b(y,y),
ib(x + iy, + iy) = ib(z, ) + b(z,y) — by, z) + ib(y, y),

—ib(x — iy, x — iy) = —ib(x, z) + b(x,y) — by, z) — ib(y, y).

Summing these four equations yields the statement. d
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Lemma A.3.2. Let (x,)nen be a sequence in a normed vector space X that
converges w.r.t. the weak topology to an xg € X. Then (2, )nen is bounded i.e.,
suppen||znllx < +oo.

Proof. Let « denote the canonical embedding from X into X’ that maps x to
(x,-)x,x’. Then, by assumption, for every fixed ¢ € X’ (12,,)(¢) = (tx0)(¢), in
particular sup,,cy|(tzy)(@)| < co. The principle of uniform boundedness yields
sup,enlleznlx» < +oo. Since ||wx||x» = ||z| x for every x € X, this proves the
assertion. a

Lemma A.3.3. Let (x,)nen be a weak convergent sequence in a Hilbert space
H with limit x. Then there exists a subsequence (xn(k))keN such that

1 N
RIS
k=1

Proof. We assume that x = 0. For the general result we just need to replace x,
by x, — x.

We define the subsequence inductively: n(1) = 1 and for k > 1 we choose
n(k) such that

— 0.

for all j < k.

El

(@ (k)s Zn(j))| <

This is possible, because (z,,),en converges weakly to 0. Hence, by Lemma A.3.2
sup,,en||zn|l < C. This yields

1 N 2
EpR
k=1

k=1 j=1k=j+1
N

N

2 1 c? 1
. .

SN N2Z _lk_NJern(N)%O -

A
|
R
+
|
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